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Abstract
This Book of Abstracts is a collection of abstracts presented during the 3rd HEPEX workshop held at Stresa from 27th to 29th June 2007.

Specific sessions of the workshop address the following subjects:

- HEPEX testbeds, datasets and forecast tools
- Ensemble weather and climate forecast applications
- Hydrologic ensemble processing
- Best practice for analyzing and visualizing uncertainty
- User perspectives

The 3rd HEPEX workshop has been organised and coordinated jointly by HEPEX, the Hydrologic Ensemble Prediction Experiment and the European Commission, Joint Research Center, Ispra, Italy
Scope of the workshop

The first HEPEX workshop was held in Reading, England in the spring of 2004. During this workshop scientific questions were formulated that, once addressed, should help produce valuable hydrological ensemble prediction to serve users’ needs. The second workshop was held in Boulder, Colorado in the summer of 2005. Its aim was to set up a series of coordinated test-bed demonstration projects as a method for answering these questions.

The third workshop will report on the progress of the testbeds and is meant to be interdisciplinary, fostering communication between research meteorologists, hydrologists and end users. Its aim is to further help the hydrologic community to develop hydrologic ensemble prediction systems that can be used with confidence by emergency and water resource managers.

Specific sessions of the workshop address the following subjects:

- HEPEX testbeds, datasets and forecast tools
- Ensemble weather and climate forecast applications
- Hydrologic ensemble processing
- Best practice for analyzing and visualizing uncertainty
- User perspectives
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Assessing operational forecasting skill of EFAS
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Abstract
The European Flood Alert System (EFAS) is now producing probabilistic hydrological forecasts in pre-operational mode for over 2 years at the European Commission Joint Research Centre (JRC). EFAS is aiming at increasing preparedness for floods in transnational European river basins by providing medium-range deterministic and probabilistic flood forecasting information between 3 to 10 days in advance.

It is providing EFAS information reports regarding forecasted riverine flood events to the collaborating national hydro-meteorological services. Memoranda of Understanding (MoU) for receiving these forecasts have been established for ca. 80% of the area of all European transnational river basins.

In this work 2 years of existing operational hydrological forecasts are being assessed statistically and skill of EFAS is analysed in several ways. The goal is to show where the strengths of such a large scale system lie but also where the limits of predictability and limits of skill scores in this context are.

Introduction
The scope of EFAS is to raise preparedness previous to a possibly upcoming flood event in order to leave more time for the organization of countering measures and mitigation. Furthermore, EFAS gives a, hitherto not available, unified overview of flood forecasts over the whole of Europe that uses the same warning nomenclature for all river basins thus facilitating a trans-national overview. EFAS is making use of deterministic weather forecasts of the European Centre for Medium-Range Weather Forecasts (ECMWF) and of the German national weather service (DWD). The probabilistic forecasts (51 members) are based on the Ensemble Prediction System (EPS) of ECMWF.

The objective of this work is to assess the skill of this specific operational hydrological forecasting system, which to this extend (to the knowledge of the author) has not been reported in literature before. For this purpose 2 years of pre-operational EFAS medium-range deterministic and probabilistic flood forecasts with up to 10 days in advance were analysed statistically for the whole of Europe.

Because of (distributed) nature of EFAS this data intensive skill assessment cannot make use of the traditional hydrological approach as it cannot make use of observed discharges, in fact it is using a proxy (hydrologic simulation with observed meteo data).

Most suitable skill scores and visualizations are reviewed and pros and cons are analysed. This skill assessment is looking at the past performance but is also designed to improve the future performance of such a system by making it possible to incorporate the past experience into the current forecast. By making the past performance easily accessible at each pixel the forecaster can better evaluate the probability of a current forecast. This is especially useful as the study showed that the meteorological assumed equi-probability of forecast members does (in the case of EFAS) not linearly translate into the hydrological probabilistic forecasts and that there are biases.
Some Results
Among other results the study showed that the use of the “persistency” criterion\(^1\) is very efficient in lowering the number of false alerts and thus increasing the skill of the issued forecast. Figure 1 shows the influence of persistency on the Brier Skill score (BSS). Without persistency the mean of the BSS is close to 0.0 (no skill) or even far below. When regarding persistency the picture changes and BSS reach very high values. When at least 20 EPS are persistent the BSS of deterministic and probabilistic forecasts is quite the same.

![Figure 1: Positive influence of the persistency criterion on the skill expressed as Brier Skill score (BSS) (≤0 no skill, max=1)](image1.png)

When using the Hanssen-Kuipers (HKTSS) score the picture changes as i) the skill score is decreasing with leadtime (a more intuitive result) an ii) the skill expressed as HKTSS of EPS is always higher than the skill of the deterministic forecasts.

![Figure 2: Hanssen-Kuipers skill score (HKTSS) for deterministic forecasts with persistency and probabilistic forecasts with at least 5 persistent EPS.](image2.png)

Furthermore, the numerical analysis showed that the observed frequencies of hits did not match the theoretically expected frequency that should be proportional to the forecasted probability of the EPS. As can be seen in the reliability diagrams in Figure 2 the EFAS EPS forecasts tend to “over-forecast”. Even more interesting is, for example, the fact that in the

\(^1\) Persistency: the forecasted discharge in a pixel exceeded the same EFAS alert threshold in two consecutive forecast dates (with at least the same number of EPS members).
case that the previous forecast had at least 20 EPS exceeding the EFAS High threshold (Fig. 2 right), the probability (around 30%) to have a hit (with leadtime 3 days) is almost not changing if the present forecast is between 1 and 25 EPS > threshold.

Figure 3: Reliability diagram of EPS without persistency (left) and with 20 persistent EPS (right). For points on the diagonal the observed frequency corresponds to the forecasted probability.

Conclusions
The present work showed several interesting and counterintuitive results, and these findings will be incorporated in the pre-operational EFAS system to improve its performance. One of the critical points of this analysis was that 2 years of data was just enough to get some reasonable results and as the events that were analysed are to be classified as rare (aprox. 1-2 year return period) not all river pixels had a sufficient amount of events to fill all the four fields of the contingency table.

Further work is ongoing regarding the best choice of skill factors that, as was alluded to in the results section, can give quite opposite impression concerning the skill of a system. Therefore, it is necessary to consider also the absolute values and numbers of the input data when expressing the skill through some compressed skill factor.
Abstract

This paper demonstrates that ensemble representations may be extended beyond their traditional application in Quantitative Precipitation Forecasting (QPF) to represent the uncertainty in Quantitative Precipitation Estimation (QPE). The methodologies reviewed have been specifically developed for high-resolution multi-sensor satellite rainfall retrievals (which contain a high degree of uncertainty and complex error structures) but are potentially applicable to a wider range of QPE technologies.

1. Introduction

Many large river basins are poorly instrumented and there is a continuing interest in the use of satellite precipitation estimates to drive hydrological models for these catchments. However, satellite estimates contain both a considerable degree of uncertainty and complex and highly skewed error distributions. A general representation of the uncertainty in a point satellite rainfall retrieval is given by the conditional probability of a given rainfall rate, \( R(x,t) \), at location \( x \) and time \( t \), being associated with satellite data \( S(x,t) \):

\[
p(R(x,t)|S(x,t))
\]

This representation is sufficient for applications such as meteorological model data assimilation. However, for hydrological applications it must be noted that these uncertainties are both spatially and temporally correlated and the field of conditional expected values, \( E[R(x,t)|S(x,t)] \) is unlikely to display a realistic spatiotemporal structure or to effectively reproduce point rainfall frequency distributions. To construct an effective satellite-driven hydrological model and to assess the impact of precipitation-related uncertainty on runoff and other hydrological variables, it is necessary to generate an ensemble precipitation product, each element of which displays a predetermined pattern of spatial and temporal variability while remaining consistent with the original satellite data. Ensemble uncertainty models meeting these criteria have recently been published by several groups (Bellerby and Sun, 2005; Hossain and Anagnostou, 2006; Teo, 2006).

An ensemble satellite-rainfall product is generated in two stages. In the first stage, the cdf \( p(R(x,t)|S(x,t)) \) is derived for each point precipitation retrieval. If \( S(x,t) \) consists of a single scalar variable then a simple curve-fitting approach may be used to determine the cdf. If \( S(x,t) \) is a more general multi-dimensional input vector the problem becomes more complex. Artificial Neural Networks (ANN) represent one approach to address this more general case. Once the cdfs have been determined, the spatiotemporal covariance structure of the retrieval uncertainty must be modelled. This covariance and cdf models may then be combined to parameterise a stochastic rainfall generator. The generator creates the required ensemble of precipitation fields.

2. Methodology

2.1 Deriving CDFs with respect to a scalar predictor variable

Bellerby and Sun (2005) describe the development of an ensemble precipitation product conditioned on a single satellite input: infrared (IR) brightness temperature from Geostationary Operational Environmental Satellite (GOES) band 4 (10.7 μm) infrared imagery. The uncertainty model was calibrated over Florida against Tropical Rainfall Measuring Mission (TRMM) 2B31 combined rain-profiling algorithm data for August and September 1998 and
validated against the ground-based precipitation radar at Melbourne, Florida (TRMM ground-validation product 2A53). All of these measurements were aggregated to a common 0.1-degree spatial resolution and 15 minute temporal resolution.

The TRMM precipitation data were divided into categories, each category corresponding to a ten-degree range of coincident IR brightness temperatures. The distribution function for rainfall rates in each category was then determined. (Fig. 1).

A two parameter gamma distribution was fitted to the distribution for each category using maximum likelihood analysis. The two parameters to each gamma distribution, together with the probability of zero rainfall, were then fitted to empirical functions of brightness temperature to create a conditional distribution function that changed continuously with brightness temperature.

2.2 Modelling the spatiotemporal structure of retrieval uncertainty
Once \( p(R(x,t)|S(x,t)) \) has been determined for a given calibration domain, an ensemble of possible realisations of the precipitation field may be stochastically generated using:

\[
R_i(x,t) = \begin{cases} 
F^{-1}(N(z_i(x,t)); S(x,t)) & N(z_i(x,t)) \geq F(0; S(x,t)) \\
0 & N(z_i(x,t)) < F(0; S(x,t)) 
\end{cases}
\]

where \( F(R|S(x,t)) = p(R(x,t) \leq R|S(x,t)) \) is the cumulative conditional cdf, \( N(z) \) is the cumulative standard normal distribution function and \( z_i(x,t), i=1,2,..N, \) are a set of standard normal random fields that display the same spatiotemporal structure as the uncertainty in the precipitation field. An exemplar for the uncertainty fields may be derived from calibration data, \( R^*(x,t) \) using:

\[
z^*(x,t) = \begin{cases} 
N^{-1}(F(R^*(x,t); S(x,t))) & \text{if } R^*(x,t) > 0 \\
\text{Undefined} & \text{if } R^*(x,t) = 0
\end{cases}
\]

Since it is impossible to assign a unique value to zero-rainfall values, the covariance structure of \( z^*(x,t) \) must be calculated using data from raining points only.

Bellerby and Sun (2005) used an isotropic, second order stationary model for the spatiotemporal covariance function \( C(\delta x, \delta t) = e^{-\frac{\sqrt{\delta x^2 + \delta t^2}}{a}} \), where \( a \) and \( b \) are empirically determined constants. A three-dimensional Turning Bands Method (Tompson et al., 1989) using 200 lines randomly distributed on the unit sphere was used to simulate 500 random fields, \( z_i(x,t) \), in two spatial dimensions and one temporal dimension.
2.3 Deriving CDFs with respect to a general input vector

The methodology described in 2.1 may apply to any scalar predictor of precipitation. This may either be a single satellite cloud index, such as IR brightness temperature, or it may be a precipitation estimate derived from a combination of satellite data, leading to an error-modelling approach to ensemble generation (Hossain and Anagnostou, 2006). In each of these cases, the cdf is uniquely characterised by the conditional expected rainfall rate. However, it is possible to envisage cases where two separate meteorological conditions, distinguished by different patterns of satellite input data, yield the same expected rainfall rate while being associated with very different distributions of retrieval error. To most quantify the retrieval uncertainty in complex satellite-precipitation algorithms effectively, it is necessary to model the cdf as a function of multidimensional input data rather than of a single scalar predictor variable. Neural networks provide a flexible tool for non-linear regression and form the basis of a number of multiplatform satellite rainfall algorithms. These techniques may be extended to derive conditional distributions as opposed to simply deriving conditional expected values. Bellerby (in review) describes the development of such a network architecture, based on a histogram representation of the cdf, \( p(R(x,t) \in B_i | S(x,t)) \) using \( N \) bins, \( B_i \), where:

\[
B_i = \begin{cases} 
\{ R \mid R = 0 \} & i = 0 \\
\{ R \mid R_i < R \leq R_{i+1} \} & 1 < i < N \\
\{ R \mid R_N < R \} & i = N 
\end{cases}
\]

A histogram representation of the cdf does not provide any information on the shape of the conditional distribution for high rainfall rates; these are all grouped into a single bin. However, any characterisation of the high end of the conditional distribution would by definition be an extrapolation and Bellerby and Sun (2005) suggest that extending an estimated cdf beyond the range of rainfall rates represented in the calibration dataset is unlikely to be successful. The high end of the conditional distribution may be modelled using the climatological distribution of rainfall rates falling in the highest bin.

3. Results

The technique of Bellerby and Sun (2005) was validated against 2A53 ground radar data as follows:

1. For each pixel location and time, exceedence probabilities for rainfall rates 0, 5, 10 and 20 mmh\(^{-1}\) were estimated from the 500 simulated scenarios.
2. The estimated exceedence probabilities were divided into categories, each corresponding to a 1% probability range.
3. Coincident radar data were categorised according to results of step 2 and exceedence probabilities were computed for the radar rainfall rates in each category. This procedure results in pairs of simulated and observed exceedence probabilities that should match each other if the technique was effectively determining the uncertainty in the precipitation field.
Figure 2 (from Bellerby and Sun (2005)) Simulated exceedence probabilities computed using the ensemble satellite product plotted against observed exceedence probabilities computed using coincident ground radar data for points with the given simulated exceedence probability.

Figure 3. (Adapted from Bellerby and Sun (2005)) A comparison of the structural characteristics of an arbitrary component of the ensemble product to those displayed by coincident ground radar data. In each case, the error bars on the simulated data indicate variability across the ensemble (ensemble 10% and 90% percentiles). (a) Frequency distribution of storm durations. (b) Mean rainfall while raining as a function of spatial resolution.
The spatiotemporal structures of the simulated precipitation fields were compared to ground radar data using two statistics considered relevant to the utility of the retrieval algorithm in a hydrological modelling context. These were the frequency distribution of storm durations (Figure 3a) and the mean rainfall rate while raining as a function of spatial scale (Figure 3b).

4. Conclusions
A number of recent papers have demonstrated that ensemble precipitation products may be generated from satellite rainfall algorithms. The mathematics of the ensemble modelling are not specific to satellite data and could be used to model uncertainty in other forms of QPE.
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Abstract
Within the EU Project PREVIEW (Prevention, Information and Early Warning) various weather forecast products from ECMWF, DWD, ARPA-SIM and IMK will be compared. Based on this system of meteorological forecasts ensembles of discharge series have been generated for the hydrological year 2002 for the Danube catchment upstream Bratislava. The main objective is to get a probabilistic streamflow forecast by the use of different Ensemble Prediction Systems (EPS) and to derive performance criteria not only for flood events (like the flood event of August 2002), but also to evaluate the technical quality of the different forecasting systems continuously within the year.

Hydrological models used for ensemble streamflow prediction often have simulation biases that degrade forecast quality and limit the operational usefulness of the forecasts. Therefore different methods of bias correction have been applied and tested for adjusting the ensemble traces using a transformation derived with simulated and observed flows from the Year 2002:
1. Wavelet transformation (breaking the data into a set of scaled and translated versions of a wavelet function) + Bayesian Time Series Analysis (dynamic linear model for each scale)
   • Magnitude and scale of model error show time dependences, which requires localization in time and consideration of the time-scale over which error is manifest. This could be done by Wavelet transformation breaking the observed and simulated runoff series into a set of scaled and translated versions of a wavelet function (Lane, 2007). On each set a dynamic linear model (DLM), also known as linear state space model, is applied (West and Harrison, 1997).
2. Kernel based machine learning methods
   • Most recently the application of data-driven models based on statistical learning methodology has attracted attention in the field of hydrological engineering (see Yu, Chen, and Chang, 2006). Kernel based learning methods use an implicit mapping of input data into high dimensional feature space defined by a kernel function (e.g. the Gaussian radial basis function). In this presentation two kernel based methods will be tested: 1. the Support Vector Machine (SVM) and 2. the Relevance Vector Machine (RVM), which is a probabilistic sparse kernel and adopts an Bayesian approach for learning.

In order to combine the predictive distributions from different forecast systems the method of Bayesian Model Averaging (BMA) will be applied (Raftery, Balabdaoui, and Polakowski, 2005). The BMA predictive probability density function (PDF) of any future weather and/or hydrological quantity of interest is a weighted average of PDFs centered on the bias-corrected forecast from a set of different models. The weights assigned to each model are posterior probabilities and reflect that model’s contribution to the forecasting skill over a training period. Weights must be applied to the ensemble members, which can be equal if all members are assumed equally likely to occur, or unequal if not. For the modelling of the probabilities in the tails of the distribution, outside the ensemble, extreme value distributions, such as the Generalized Pareto distribution, could be fitted.

Finally the quality of probabilistic forecasts issued when using the different bias-correction methods is evaluated and first results will be shown.

References
METEOROLOGICAL INPUT FOR HYDROLOGICAL ENSEMBLE FORECAST

Imre BONTA
Hungarian Meteorological Service (HMS), Budapest, bonta.i@met.hu

Introduction
Almost a quarter (23%) of the total area of Hungary can be influenced by floods. This affects 700 cities and villages with 2.5 million people. Therefore, Hungary’s endangerment in terms of floods can be compared only to the Netherlands’ in Europe. This paper shows the available meteorological analysis and forecasting tools and results at HMS are linked to the flood forecasting system. Meteorological forecasts include the ALADIN/HU model, which has 8 km horizontal resolution and provides temperature and precipitation forecasts 2-days ahead and the European Centre for Medium-Range Weather Forecasts (ECMWF) model producing forecasts up to 10-days. The products of these models are shown with the help of case studies and the paper deals with the problem whether the precipitation forecasts for short range should be based on deterministic model or ensemble mean.

Case studies
In this study we investigated the performance of the ensemble mean and the deterministic model above catchment areas of some Hungarian rivers during the year 2001. Three basins were chosen, which have different geographical features. Two basins are situated in the Great Hungarian Plain, one is situated in the Carpathians. The ensemble mean generally produces better results than the deterministic model in all river basins especially after 3-4 days. Connected to this investigation a case study was chosen, which caused flood in Hungary in Upper Tisza-sub-basin in March 2001. Figure 1 shows the precipitation field predicted by ALADIN model and the observed precipitation field in 04. 03. 2001. In this case the model was more or less successful, despite of the fact that the model slightly underestimated the precipitation amount.

Figure 1: The observed precipitation field in 03. 03. 2001. (left) the precipitation field predicted by ALADIN model (right). Violet areas on the map indicate the predicted precipitation between 50 and 100 mm.

The Figure 2 shows the ECMWF forecast (deterministic and EPS mean) at different base times prior to the heavy precipitation event in sub-basin Upper Tisza (in orographic region) and in region of the Great Hungarian Plain in 03 March 2001. The measured areal average precipitation was in orographic region 60 mm and in region of the Great Hungarian Plain 15 mm. The ECMWF model like the ALADIN model underpredicted the precipitation in orographic region. At the same time, according to the Figure 2 the deterministic model, due to its higher
resolution provided generally better forecast above the orographic region while in the case of flattened river basins, the EPS mean was closer to the reality.

Figure 2: The ECMWF forecast (deterministic /red line/ and EPS mean /yellow line/) at different base times prior to the heavy precipitation event in 03 March 2001 in sub-basin Upper Tisza (in orographic region) (left) and in region of the Great Hungarian Plain (right). The measured areal average precipitation was in orographic region 60 mm (left) and in region of the Great Hungarian Plain 15 mm (right).

The second case study connected with heavy precipitation occurred in the central part of Hungary in August 2005. On 4 August the low dominated over Central Europe, leading to torrential rainfall in Hungary. (The 24-hour accumulated precipitation was more than 100 mm.) Just as in the consecutive ECMWF deterministic forecasts (based on 02. 08. 2005 12 UTC and 03. 08. 2005 12 UTC), the precipitation over Hungary is largely missed in the fine resolution ALADIN model as well. In this case in contrast to the deterministic ECMWF forecast 48-hour before the start of the event, which predicted the large amount of precipitation too far east, the EPS was more successful in predicting the area of the event. As the Figure 3 shows, the 20 % of the EPS members showing a consistent signal more to the west, closer to the event.

Figure 3: Precipitation forecasts of ensemble members based on 12 UTC 02 08 2005, valid 06 UTC 04 08 2005-06 UTC 05 08 2005.

Conclusion
According to our verifications the deterministic model has higher skill till day three to four due its higher resolution, while the ensemble mean produces better results after day four to five. However, the first case study shows, in those catchment areas, which are situated in orographic region during heavy precipitation the deterministic version might gives better results after day four to five as well, because this version is more able to capture the effect of orography. At the same time, as the second case study shows, in some convective situations the EPS needs to be taken into account for short range as well.

References

I. Bonta, G. Bálint 2003: Meteorological forecasts serving hydrological purposes in Hungary. Poster, International Conference on Advances in Flood Forecasting in Europe

Bonta 2006: Performance of the ECMWF model in some interesting synoptic situations, Presentation, Forecast Products Users Meeting, Reading, England ecmwf.int/newsevents/meetings/forecast Users Meeting, Reading, England ecmwf.int/ne
Quality assessment of neural networks based hydrological ensemble forecasts
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Abstract

Hydrological ensemble forecasts were constructed with neural networks, a very useful tool regarding its simplicity and execution speed. Here we evaluate the calibration of neural networks based hydrological ensemble forecasts, showing that they exhibit underdispersion. The impact of the bootstrap technique on the calibration has been investigated and led to an improvement of the ensembles’ calibration. The ensemble forecasts were also compared to their deterministic counterpart using the mean continuous ranked probability score and the mean absolute error. The results indicate that the ensemble forecasts perform better than the deterministic ones.

1. Introduction

The main objective of this study is to validate daily streamflow predictive distributions obtained with neural networks using the bootstrap technique (Efron and Tibshirani 1993, Breiman 2000). Neural networks have been successfully used in hydrological (e.g. Anctil et al.2004, Hsu et al 1995, Turcotte et al. 2005, Srivastava et al. 2006) and meteorological (Valverde Ramírez et al. 2005, Knutti et al. 2003) modelling.

Daily streamflow ensemble forecasts were produced for six watersheds with varied hydrometeorological characteristics. Because of the overparameterization of the neural networks, the training of an ensemble of neural networks leads to an ensemble of solutions. According to Breiman (2000), bootstrapping the inputs to produce an ensemble of forecasts reduces the variance error when taking the ensemble’s mean as a deterministic forecast. Here the impact of the bootstrap on the ensembles variability will be evaluated by comparing the performance of ensemble forecasts produced with and without the bootstrap.

The ensemble forecasts will be examined with different graphical and numerical methods developed in the meteorological community (e.g. Wilks 2006) and in statistical decision theory (e.g. Good 1952). Their use in the quality assessment of hydrological probabilistic forecasts is more recent (e.g. Weber et al. 2006, Perreault and Gaudet 2004).

2. Methodology

Neural networks are nonlinear multivariate regression tools. Although they do not permit explicit modeling of a catchments’ behavior, they perform well in a context of hydrological forecasting and are implemented rapidly. The neural networks used in this study are multilayer perceptrons (MLP) (Rosenblatt 1958). They are commonly encountered in hydrology because they are particularly well adapted for vectorial information. In the actual case, a neural network consists of three layers: the entry layer, the hidden layer (e.g. Lippmann 1987) and the output layer. The entry layer consists in vectors containing the input variables. The inputs are $Q_t$, the streamflow at timestep $t$, $P_t$, the precipitation at timestep $t$, $P_{t-1}$, the precipitation at timestep $t-1$ and $P_{t-2}$, the precipitation at time $t-2$. The hidden layer comprises five neurons with a sigmoid tangent activation function. Finally, the output layer consists of one neuron with a linear activation function, which output is $Q_{t+1}$, the streamflow at timestep $t+1$. This architecture follows the results obtained by a previous study by Anctil and Lauzon (2004).
Each connection between an input and a neuron has an associated weight and each neuron has an associated bias. They are the adjustable parameters of the model and need to be optimized. To do so, many iterations are done and a cost function is calculated at each iteration (epoch). The cost function is the mean squared error between the observed streamflow and the one calculated by the network. The weights and biases are adjusted after each iteration to improve the model. Half the database is used to perform the optimization of the network and the other half is used later on for validation. A summary of the main characteristics of the six watersheds under study is presented in Table 1. Note that a third sub dataset is not necessary because a Bayesian regulation (e.g. Foresee and Hagan 1997, Anctil and Lauzon 2004) is used to simultaneously minimize the mean square error and the sum of the neural weights, preventing the overlearning of the networks.

Table 1: Main characteristics of the six watersheds under study.

<table>
<thead>
<tr>
<th>Location</th>
<th>Leaf</th>
<th>Saltfork</th>
<th>Sanjuan</th>
<th>Kavi</th>
<th>Volpajola</th>
<th>Serein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>U-S-A (Mississippi)</td>
<td>U-S-A (Illinois)</td>
<td>Canada (Vancouver Island)</td>
<td>Ivory Coast France (Corsica)</td>
<td>France</td>
<td></td>
</tr>
<tr>
<td>Area (km²)</td>
<td>1949</td>
<td>580</td>
<td>2217</td>
<td>975</td>
<td>930</td>
<td>1120</td>
</tr>
<tr>
<td>Mean daily streamflow (mm)</td>
<td>1.37</td>
<td>0.10</td>
<td>7.10</td>
<td>0.39</td>
<td>2.40</td>
<td>0.61</td>
</tr>
<tr>
<td>Nb. of data for optimization</td>
<td>7300</td>
<td>5251</td>
<td>6271</td>
<td>5866</td>
<td>3288</td>
<td>7789</td>
</tr>
<tr>
<td>Nb. of data for validation</td>
<td>7301</td>
<td>5247</td>
<td>6269</td>
<td>5862</td>
<td>3283</td>
<td>7786</td>
</tr>
</tbody>
</table>

The optimization process is based on a Levenberg-Marquardt gradient method which can lead to different combinations of parameters corresponding to a local minimum of the cost function, as long as the network is overparameterized. This can be viewed as an uncertainty linked to the model. Consequently, if \( n \) neural networks with the same architecture are trained with the same inputs, the final weights and biases will be different and the outputs also.

The rank or Talagrand histogram (Talagrand et al. 1997, Hamill et Colucci 1997, Hamill 2001, Saetra et al. 2004) allows the visual assessment of the predictive distribution's calibration. It consists of a histogram of the ranks occupied by the daily observed values in the ensemble forecasts. The reliability of the confidence interval diagram (inspired by the reliability diagram, e.g. Wilks 2006) is constructed by plotting the value of different confidence intervals (50%, 55%, ..., 95%) against the observed frequency of the observation falling into that confidence interval.

Besides visual methods, a numerical criterion called the continuous ranked probability score (CRPS) is used to qualify the forecasts. The CRPS is strictly proper, non-parametric and distance sensitive (Gneiting and Raftery 2006, Kohonen and Suomela 2006) and reduces to the absolute error (AE) for deterministic forecasts. This allows the comparison of the performance of deterministic forecasts versus ensemble forecasts.

However, the CRPS is scale dependent so it cannot be used for basin intercomparison, which is important to assess the ability of a particular hydrological model to produce good results with different databases. To overcome this drawback, one can calculate a skill score, a normalization of a score relative to a reference forecast. Here, we wanted to use a reference forecast that would be similar to the persistence criterion proposed by Kitidanis and Bras (1980) for deterministic forecasts. To do so, the daily reference forecast was assumed to be
normal with mean $Q_{t-1}$, and a constant standard deviation equal to the mean standard deviation of the fitted predictive distributions.

3. Results

Rank histograms built with the neural networks based ensemble forecasts indicate underdispersion for all watersheds. Nevertheless, for bootstrapped ensembles, the relative frequencies of the first and last ranks are lower than when no bootstrap is used, indicating an improvement. Figure 1 shows an example.

The reliability of the confidence intervals diagrams is coherent with the rank histograms. They indicate that the confidence intervals are not wide enough. Figure 2 shows an example of reliability diagram and compares the bootstrapped forecasts with the non-bootstrapped ones. From Figure 2, it is clear that the intervals calculated with the bootstrapped ensembles are wider than the ones obtained with the non-bootstrapped forecasts. Nevertheless, the bootstrap does not sufficiently improve the forecasts since the percentages of values inside the confidence intervals are still lower than their theoretical counterparts.

This systematic underdispersion of the predictive distributions can be explained by the fact that there is missing information concerning the measurements uncertainty. The measurements of precipitation and streamflow comprise uncertainties, but this information was not available and the bootstrap technique is not sufficient to add enough variability in the ensemble members to account for this unknown uncertainty. Therefore, the predictive distributions' spread accounts only for one source of uncertainty, the one inherent to the modeling tool.

Table 2 presents the values of various numerical indicators obtained with the ensemble forecasts for the six catchments. However, in all cases the mean AE is higher than the mean CRPS, indicating that the ensemble forecasts outperform the deterministic ones. The proposed skill score is also given in Table 2. It is coherent with deterministic skill score values of Anctil et al. (2004)

Table 2: Numerical performance measures obtained for the six watersheds under study, 50 members ensembles.

<table>
<thead>
<tr>
<th></th>
<th>Leaf</th>
<th>Saltfork</th>
<th>Sanjuan</th>
<th>Kavi</th>
<th>Volpajola</th>
<th>Serein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean CRPS</td>
<td>0.233</td>
<td>0.058</td>
<td>1.712</td>
<td>0.078</td>
<td>0.268</td>
<td>0.049</td>
</tr>
<tr>
<td>Mean AE</td>
<td>0.280</td>
<td>0.067</td>
<td>1.979</td>
<td>0.081</td>
<td>0.311</td>
<td>0.057</td>
</tr>
<tr>
<td>Skill Score</td>
<td>0.699</td>
<td>0.381</td>
<td>0.566</td>
<td>0.497</td>
<td>0.681</td>
<td>0.769</td>
</tr>
</tbody>
</table>
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**The ECMWF approach to ensemble prediction**

A complete description of the weather prediction problem can be stated in terms of the time evolution of an appropriate probability density function in the atmosphere's phase space. These distributions can be used not only to identify the most likely outcome, but also to assess the probability of occurrence of maximum acceptable losses.

Ensemble prediction systems based on a finite number of deterministic integrations appears, so far, to be the only feasible method to predict this probability density function beyond the range of linear error growth. When firstly implemented in 1992, the ECMWF Ensemble Prediction System (EPS, Molteni et al 1996) was based on 33 forecasts produced with a T63L19 (spectral triangular truncation T63 with 19 vertical levels) resolution version of the ECMWF model. The initial uncertainties were simulated by starting 32 members from perturbed initial conditions defined by the fastest growing perturbations (the singular vectors of the tangent forward model version, Buizza & Palmer 1995). Between December 1992 and September 2006, the EPS has been upgraded several times, benefiting both from any change of the ECMWF data assimilation and forecasting system, and from modifications of the EPS configuration specifically designed to improve the simulation of initial and model uncertainties (Fig. 1).

In 2003, work started at ECMWF to investigate the possibility to further increase the resolution of the ensemble prediction system and to extend its forecast length beyond the 10-day range. During this work, different ensemble configurations were tested to identify the best candidates to replace the operational ensemble configuration. One of them had a variable resolution (VAREPS, Buizza et al 2007) with a higher spectral truncation and finer grid in physical space in the earlier forecast range, following the example of NCEP (Szunyogh & Toth 2002).

**The newly implemented VAREPS**

VAREPS had been developed following the idea to resolve the smallest possible scales up to the forecast time when their inclusion has a positive impact on the prediction of both the small and the synoptic scales, and not to resolve them later in the forecast range when including them has a smaller, less detectable impact on the synoptic scales. Earlier tests had been
performed with a resolution T₃₉₉L₄₀ (spectral triangular truncation with 399 total wave numbers, equivalent to ~50 km grid spacing at mid-latitudes, and 40 vertical levels) between forecast day 0 and 7, and a resolution of TL₂₅₅L₄₀ (equivalent to ~80 km grid spacing at mid-latitudes) between forecast day 7 and 14. One of the key aspects of the assessment of the VAREPS performance was whether it outperformed two constant-resolution systems, T255, characterized by the same resolution of the ensemble system before VAREPS was implemented, and T319, a constant-resolution system that requires the same amount of computing resources as VAREPS.

Figure 2. Left: relative differences between the average ranked probability skill score for the probabilistic prediction of total precipitation over Northern Hemisphere of VAREPS and T255 (black line) and (T319-T255) (grey line). Right: as left but for the rank-sum Mann-Whitney-Wilcoxon statistical test (from Buizza et al 2007).

Figure 2 (Buizza et al 2007) shows the relative differences between the average (taken considering 89 cases) rank probability skill score (RPSS) for 12-hour accumulated total precipitation between VAREPS and the T255 EPS, and between the T319 and the T255 EPSs, and the corresponding rank-sum test values. Results indicate that while the relative difference between VAREPS and the T255 EPS is positive almost for all forecast steps, the difference between the T319 and the T255 EPSs is negative from forecast day 4 onward. At forecast day 5, VAREPS has RPSS higher than T255 in 66 out of the 89 cases, T319 has RPSS higher than T255 in 47 cases, and VAREPS has RPSS higher than T319 in 66 cases. Considering a rank-sum statistical test, the test has values around 10% for VAREPS versus T255 up to forecast day 5, but it is always above 10% for T319 versus T255. Similar conclusions can be drawn by comparing the relative differences between average RPSSs for T₈₅₀ and the corresponding rank-sum test values (Fig. 3): for this variable, at forecast day 5, VAREPS has RPSS higher than T255 in 69 out of the 89 cases, T319 has RPSS higher than T255 in 58 cases, and VAREPS has RPSS higher than T319 in 64 cases.
Figure 3. Left: relative differences between the average ranked probability skill score for the probabilistic prediction of 850 hPa temperature anomalies over Northern Hemisphere of VAREPS and T255 (black line) and (T319-T255) (grey line). Right: as left but for the rank-sum Mann-Whitney-Wilcoxon statistical test (from Buizza et al 2007).

Figure 4 shows the impact of increasing the resolution from T_l255 to T_l399 on the probabilistic precipitation prediction for 4 November 1966, when the North-Eastern and Central Italy were affected by one of the most severe flooding of the century (Malguzzi et al 2007). This case is known as “l’alluvione di Firenze del ’66”, since Firenze was the most famous Italian city affected by the flood, but the flood caused severe damage also to the historical town of Venice, disruption in the Po Valley and in Tuscany, and loss of lives. Figure 4 shows the t+72 hour probabilistic prediction of total precipitation in excess of 75 and 150 mm/24h given by the T255 EPS and VAREPS systems valid for the 24-hour period starting at 12 UTC on 3 November. These probability maps have been compared with the proxy for precipitation verification given by a T_l511L60 forecast started at 12 UTC on 3 November (Figure 4(e)). Figure 4 shows that in the areas where intense precipitation was detected, higher probability values are predicted by VAREPS both over Tuscany and North-Eastern Italy for the 75mm/d threshold. Note that VAREPS gives a 40–60% probability that precipitation could exceed 150 mm over North-Eastern Italy, correctly indicating that North-Eastern Italy was going to be affected by the most intense rainfall, while the EPS gives a zero probability for this threshold (not shown).

Figure 4.1966 flood +72h forecast of 24h accumulated total precipitation (TP) started at 12 UTC of 1 November 1966 and valid for 12 UTC of 4 November. Top left panel: EPS +72h probabilistic predictions of TP in excess of 75mm/24h. Top right panel: as top left panel but for the VAREPS prediction. Bottom left panel: VAREPS +72h probabilistic prediction of TP in excess of 150mm/24h. Bottom right panel: verification proxy given by the T_l511L60 +24h TP prediction. Contour isolines for probabilities are 2, 10, 20, 40, 60 and 80%, and for TP 5, 25, 50, 75, 150 and 400 mm (from Buizza et al 2007).

These results lead to the decision to upgrade, on 12 September 2006, the 10-day T255 EPS to a 15-day variable resolution system, with the following configuration (which is the one running at the time of writing, May 2007):

- 62 vertical levels (instead of 40)
- Day-10 instead of day-7 truncation from T_l399 to T_l255
The number of vertical levels was increased so that, following the implementation of the T799L91 ECMWF high-resolution forecasting system on the 1st of February 2006, the ensemble and the high-resolution systems use the same lowest 62 vertical levels in the troposphere and lower stratosphere. The truncation was applied to forecast day 10 instead of 7 mainly for technical reasons, due to the way vertical fluxes (e.g. precipitation), are accumulated during the forecast time in the ECMWF model. (With a truncation at forecast day 7, users would have been forced to change their ensemble post-processing software to be able to generate 10-day forecast products, while with a truncation at forecast day 10 only users interested to generate products beyond forecast day 10 had to change their software.)

**On-going research work and value of ensemble forecasts**

Work is progressing at ECMWF to further improve the performance of its probabilistic ensemble system ([Buizza et al. 2005](#)) in four key areas: (a) in the simulation of initial uncertainties, by using ensemble data assimilation methods combined with singular vectors, and by improving the tangent forward and adjoint physics in the singular vector computation; (b) in the simulation of model errors, by using new back-scatter ideas to improve the current stochastic scheme; (c) in the development of applications of ensemble weather predictions in different areas, including hydrology ([Gouweleeuw et al. 2005](#)), energy ([Taylor & Buizza 2003](#)) and risk management; and (d) in the development of a seamless probabilistic system ranging from 0 to 32 forecast days. Work in these areas should provide further evidence of the value of probabilistic forecasts, since they can be used to estimate the whole probability distribution function of forecast states, and not only the most-likely outcome. Considering hydrological applications, for example, ensemble prediction systems can be used to drive hydrological models, and thus to generate an ensemble of hydrological scenario, that can be used to predict the probability of river discharges. International projects such as TIGGE (the THORPEX Interactive Grand Global Ensemble project) and HEPEX (the Hydrological Ensemble Prediction Experiment, [Schaake et al. 2007](#)), will help international organizations such as ECMWF to improve the design of ensemble systems, and to promote the use of probabilistic forecasts.
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Abstract
Flood forecasting schemes may have the most diverse structure depending on catchment size, response or concentration time and the availability of real time input data. The centre of weight of the hydrological forecasting system is often shifted from hydrological tools to the meteorological observation and forecasting systems. At lowland river sections simple flood routing techniques prevail where accuracy of discharge estimation might depend mostly on the accuracy of upstream discharge estimation. In large river basin systems both elements are present. Attempts are made enabling the use of ensemble of short and medium term meteorological forecast results for real-time flood forecasting by coupling meteorological and hydrological modelling tools.

1. Components of the flood forecasting system
Flood forecasting provides essential information for flood defence. This type of information is handled within the national Flood Management Information System in Hungary. Transit flow originating from the upstream parts of the upper and central Danube Basin dominates hydrological regime of Hungarian rivers consequently hydrological systems cover an area of more than 300,000 km² mostly outside of the national boundary. The central unit of the forecasting system is operated for the 210,000 km² catchment of River Danube upstream of the southern border, limited by the cross section near the town of Mohács. Separate units deal with tributaries Tisza and Dráva. All three units are managed by the National Hydrological Forecasting Service (NHFS) within the Water Resources Research Centre. The present paper concerns only Danube proper, which is the recipient of German, Austrian and Slovak tributaries. The Danube forecasting system is linked to the METINFO system of the Hungarian Meteorological Service providing meteorological forecasts and observations. The hydrological data collection and pre-processing system linked to similar services of the Danube countries handles part of the meteorological data and water level and discharge data of more than 90 hydrological observation sites. The NHFS modeling system performs data assimilation and produces 12-hour water level and discharge forecast 6 days ahead for 46 forecast stations.

1.1. METINFO - meteorological forecasts and other products
The European Centre for Medium-Range Weather Forecasts (ECMWF) products are used up to 10 days ahead. Another input is forecasts by LACE (Limited Area Modeling for Central Europe) model which covers the upper and central part of the Danube basin. Some of the Members run the local version of the ALADIN model centered for their territory providing an even more precise and exact short-range forecasts for the forecasters.

1.2. The hydrological modeling system
The NHFS GAPI/TAPI modeling system has been developed within the Hydrological Institute of the VITUKI Centre. The conceptual, partly physically-based GAPI model serves for simulations and forecasting of flow for medium and large drainage basins. The lumped system consists of sub-basins and flood routing sections. In the course of a decade of development and upgrading the forecasting package has grown
into a complex tool containing snow accumulation and snowmelt, soil frost, effective rainfall, runoff and flood routing modules, extended with statistical error correction - continuous updating and hydraulic - 'empirical backwater effect' modules.

The Discrete Linear Cascade Model (DLCM) developed by Szöllösi-Nagy (1982) utilizing an approach similar to the one reported by Szolgay (1984) serves for the routing of flow components and channel routing. First version of the complex GAPI model with modular structure was designed by Bartha et al. (1983). The choice of the model was proved by a number of inter-comparison studies. The first model version was extended by a snowmelt module (Gauzer, 1990) and the complexity of the system was raised gradually. The backwater module utilizes simplifications similar those suggested by Todini and Bossi (1986).

The large number of nodes (69) makes the system in fact semi distributed in basin scale. Out of the total number of nodes 46 are related to forecast stations. Real time mode runs are carried out in 12 hourly time steps. Input/output values and state variables of the precipitation - runoff modules are integrated over sub-basins as weighted or simple arithmetic average of station or grid values. A special procedure was designed to interpolate sparse grid data of ECMWF products. The rapid growth of resolution and forecast range of numerical weather prediction models enabled the use of their result for hydrological forecasting purposes.

2. The use of meteorological ensembles for flood forecasting

2.1. Testing on an extreme event

Operational use of the above system often revealed the uncertainty of QPF taken into consideration while calculating expected Danube hydrographs. To test the feasibility of the use of meteorological ensembles a forecasting experiment was designed. The aim of the investigation was also to assess how much prior estimates of uncertainty can be given by the selected approach.

ECMWF archived forecast arrays were retrieved. Partly the standard data ingestion part of the NHFS system was used. 52 sets of input data arrays were produced using the 50 ECMWF ensemble elements, additionally deterministic and control runs were also carried. Control run input is identically produced as the deterministic one, but instead if the 40 km resolution 80 km resolution is used. The period of July-August 2002 was selected including the period of the August flood.

The calculation of the ensemble forecast is time demanding that is why the standard operational procedure was modified, flags and options were reduced to produce batch type of processing. (All together more than 5000 runs were performed which equals more than 6 years 'real time' activity.) 12 hour time step 1-6 day ahead forecast were calculated for 46 forecast stations. Out of those 21 were analysed comparing forecast results to observed hydrographs.

2.2. Results

Figure 1 shows main features of different sets of hydrological ensembles for gauging stations Devin and Budapest. The specific Box-Whisker diagrams indicate beside observed hydrographs forecast arrays showing minimum and maximum values of 50 element ensembles while quartiles above and below the mean values are indicated by wider boxes. Forecast is indicated for 24, 72, 144 hours of lead time. Even this two gauge comparison is sufficient to indicate the impact of growing travel time along the 200 km reach which is expressed in higher accuracy of forecast at the lower (Budapest) section while the rainfall - runoff module has higher weight at Devin, consequently forecast error is higher at the upstream station. The natural increase of error with the lead time can also be followed. Upstream rainfall induced flood waves have an impact on Budapest section only 2-3 days after the rainfall (or snowmelt) event occurs. The limit of predictability is reached at Devin at the 6th day, however ensemble means still give some useful information.

Forecast types are compare with each other on the Table 1. The basic of the comparison was a in hydrology widely used skill score, so-called efficiency coefficient. This table refers to the period 21 July – 31 August 2002 and the colors shows more efficient forecast type. In case of the upper section and higher lead time the mean of 50 members is better because the precipitation forecast is dominant in the hydrological forecast with high (3-6 days) lead time. Down to the stream – when the flow routing is dominant – the operative forecast gives the
higher skill score values.

Figure 1. Hydrological ensembles consequently for Devin and Budapest gauges; quartiles of 1, 3 and 6 day forecast

Table 1. Efficiency index for period 21st July – 31st August 2002
3. Conclusions
The forecasting experiment proved that the use of meteorological ensembles to produce sets of hydrological predictions increased the capability to issue flood warnings. The NHFS system can be used for such a purpose, however for real-time use the linkage between meteorological and hydrological modules should be considerable reviewed. The over 5000 model runs for the August 2002 extreme flood event could be performed within reasonable time. Further important findings are:

- Appropriate decision support rules are needed to utilise the array of flood forecasts for flood management and warning purposes;
- The proper estimation of the contribution to forecast error by different modules of the system may help better understand expected uncertainty of the forecast;
- Any future forecasting exercise should include longer period of low flow or medium flow period to have proper estimates of 'false warning' types of errors.
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Abstract
Whether or not hydrological models of rainfall-runoff processes use precipitation forecasts, there is an ever-growing need to compare the performances of different models. This paper argues that much more attention needs to be paid to aspects of experimental design when making model comparisons. At present, a typical procedure is as follows: (i) models are suggested for inclusion by their proponents; (ii) a set of watersheds with “reliable” hydrological records is selected as a basis for model comparison, with each model to be tested on each watershed; (iii) a part of the record of each watershed is selected for model calibration, with each model calibrated by its proponent, but with no particular specified order for the watersheds used; (iv) another part of the record from each watershed is issued for model verification, with each model verified by its proponent, in no particular specified order; (v) pre-selected measures of model performance, denoted generically by X, are calculated for both calibration and verification procedures; (vi) the values X given by different models are compared and conclusions drawn. As an experimental design, this can be criticized on a number of counts which include, but are not limited to, the following: (i) it is not the models which are being compared, but the models as used by their proponents (running counter to the basic requirement of all science that results should be reproducible by other researchers); (ii) since each model is tested on each watershed’s data by the model’s proponents, factors of user fatigue and/or learning may introduce bias, particularly where model calibration involves elements of subjective decision-making; (iii) the design gives no valid estimate of the uncertainty in the measures X of model performance. Much greater care is needed to address such issues, which arise not only in the comparison of hydrological models, but wherever alternative models of complex environmental phenomena are to be compared. It is argued that much can be learned from the classical discipline of experimental design as widely practiced in other fields of scientific endeavour.
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Abstract

In the present study the usefulness and the skill of the meteorological mesoscale ensemble prediction system COSMO-LEPS is evaluated as a tool to operationally supply quantitative precipitation forecasts driving a meteo-hydrological coupled system aimed at providing reliable real-time discharge ensemble forecasts for the Reno river basin, a medium-size catchment in northern Italy. The hydrological simulations are carried out by means of the distributed rainfall-runoff model TOPKAPI. The performance of the proposed probabilistic forecasting chain is evaluated simulating the streamflow forecasts provided for the autumn seasons of the period 2003-2005. The deterministic forecasting chain, operationally implemented, based on the same rainfall-runoff model fed with the precipitation forecast provided by the COSMO model-suite LAMI is used as term of comparison.

1. Introduction

The quantitative precipitation forecast (QPF) is still a challenging task at the scales of interest for hydrological predictions. Although the use of high resolution limited-area models (LAMs) has improved the short-range prediction of locally intense events, it is sometimes difficult to forecast accurately their space-time evolution, especially for ranges longer than 48 hours (Marsigli et al., 2005). Nowadays, the ensemble prediction techniques are widely used in the meteorological community, allowing to add probabilistic information to the forecasts, especially with respect to risk-related events. Moreover, meteorological ensemble systems have recently been used to provide a probabilistic input to hydrological forecasts, in order to improve both the accuracy of these forecasts and the reliability of uncertainty estimates.

In this work, the use of a Limited Ensemble Predictions System (LEPS) is considered as the meteorological contribution to a meteo-hydrological probabilistic forecasting chain. In this way, the estimate of uncertainty affecting hydrological model predictions is related with the problem to integrate meteorological forecast uncertainty into a hydrological model capable to propagate it into hydrological forecast and warning uncertainty.

2. Methodology

The proposed probabilistic flood forecasting chain is based on the following tools:
- COSMO-LEPS, a Limited-area Ensemble Prediction System based on the non-hydrostatic limited-area model COSMO, daily running (12 UTC) at ECMWF (European Centre for Medium-Range Weather Forecasts) since November 2002;
- TOPKAPI (TOPOgraphic Kinematic AProximation and Integration), a physically-based distributed rainfall-runoff model model (Todini and Ciarapica, 2001).

The LEPS methodology, described in its essential principles in Molteni et al. (2001) and Marsigli et al. (2001), is designed to combine the advantages of a global-ensemble prediction system with the ability typical of LAMs to detail atmospheric phenomena on more local scales, particularly in those regions dominated by the effects of complex orography.
COSMO-LEPS is a 16-member ensemble system based on the non-hydrostatic limited-area model COSMO. The ensemble members are differentiated mainly in the initial and boundary conditions by which they are driven: the different model runs are nested on some selected members of the ECMWF Ensemble Prediction System (EPS), chosen by means of an ensemble-size reduction technique based on a Cluster Analysis algorithm. The model is run at a 132-hour forecast range, the horizontal resolution is of about 10 km and 40 layers are used in the vertical. The system has repeatedly been updated by increasing the layers in the vertical (from 32 to 40) and the number of members (from 5 to 16). The details concerning its configuration are reported in Table 1 (it is worth noting that for the year 2003 the forecast range is 120 hours, the number of ensemble members is 5, the adopted moist convection scheme is Tiedtke and the prognostic treatment of rain and snow is not added).

In the present study, all the members have been considered equally probable in the direct coupling with the TOPKAPI, without applying any kind of stochastic procedure for rainfall downscaling. However, the debate in the scientific community is still now open about the question regarding which probability should be attributed to each member of the COSMO-LEPS ensemble resulting from the cluster analysis of ECMWF EPS; the problem is more and more unsolved if these members are used as input to a hydrological model (Ferraris et al., 2002; Marsigli et al., 2005; Siccardi et al., 2005; Verbunt et al., 2006).

The performance of the probabilistic coupled system is evaluated for the Reno river basin, a medium-sized catchment (which total dimension is about 5000 km²) in northern Italy, whose upper portion (about 1000 km²) is located to the north-eastern slopes of the northern Apennines (Figure 1). The closure section of this mountainous basin, Casalecchio Chiusa, is characterized by a concentration time of about 8-10 hours. In the operational practice, a flood event at such river section is defined when the water level, recorded by the gauge station, reaches or overcomes the value of 0.8 m (corresponding to a discharge value of about 80 m³/s), corresponding to the warning threshold. The alarm level is set to 1.6 m (corresponding to a discharge value of about 630 m³/s).

The deterministic forecasting chain driven by the meteorological model COSMO operational at ARPA-SIM (COSMO-LAMI, whose configuration details are summarised in Table 1) is used as term of comparison to evaluate the added value of the probabilistic system.

Figure 1. Localisation of the Reno river basin, its sub-catchments (light green line) and the main river. In evidence (dark green line) the upper basin closed at Casalecchio Chiusa river section.

Table 1. Summary of model configurations.
### 3. Results

Discharge predictions based on the COSMO-LEPS ensemble precipitation forecasts have been computed for the autumn seasons of the years 2003, 2004 and 2005. A statistical analysis, in terms of mean error and root mean squared error, is carried out on the ensemble of hourly discharge forecasts to investigate which quantile is more suitable to represent the ensemble forecast and to compare the performance of the probabilistic approach with the corresponding one provided by the deterministic forecasting chain. From the computations (shown in Figures 2 and 3 only for the autumn 2003) it derives that:

- the 80% and 90% quantiles perform generally better with respect to the ensemble mean as the lead-time increases. This trend is more evident when the autumn season is characterised by higher streamflow values (years 2003 and 2004).

- the performance decay of the probabilistic coupled system is evident up to the first 48-hour forecast range; for higher lead-times, the decay is partly compensated by the ensemble skill.

- the discharge simulations based on the deterministic precipitation forecast perform slightly better for the first 24-hour range. The added value of the probabilistic system comes out in the next forecast ranges.

A further analysis (whose results are not shown) has been carried out about the verification of warnings and alarms based on the predicted discharges:

- for the warning level, the false alarms provided by the higher quantiles (80% and 90%) of the probabilistic forecasting chain do not increase considerably with respect to the ones produced by the deterministic chain, except for the 90% quantile in autumn 2005; on the other hand, if the higher quantiles are considered, the miss events decrease with respect to those obtained with the ensemble mean or the deterministic forecast;

- for the alarm level, if the 90% quantile is considered, no false alarms would have been issued by the probabilistic forecasting chain, whereas one false alarm would have been issued by the deterministic one for a case in autumn 2005; about the miss events, both the forecasting chains fail the forecast of the three events occurred (two in autumn 2003, one in autumn 2004).

Generally, we can conclude that the discharge predictions based on the COSMO-LEPS ensemble precipitation forecasts show performance which are comparable to the single-valued forecast driven by COSMO-LAMI for the first 24-hour forecast range. The added value of the probabilistic system comes out with increasing lead-times, especially starting from the +48-72 forecast range. The timing of the streamflow simulations driven by COSMO-LEPS matches quite well the event occurrence and the number of false alarms is limited, also with the lead-time increasing. On the other hand, the prediction of the event magnitude is less accurate, especially for the higher streamflows, usually underestimated.

<table>
<thead>
<tr>
<th>Model</th>
<th>Boundary conditions</th>
<th>Initial conditions</th>
<th>Moist convection</th>
<th>Prognostic precipitation</th>
<th>Horizontal resolution</th>
<th>Vertical resolution</th>
<th>Forecast range</th>
<th>Number of members</th>
</tr>
</thead>
<tbody>
<tr>
<td>COSMO-LEPS</td>
<td>EPS forecasts</td>
<td>EPS analyses</td>
<td>Tiedtke or Kain-Fritsch (randomly selected)</td>
<td>yes</td>
<td>10 km</td>
<td>32 layers</td>
<td>132 h</td>
<td>10</td>
</tr>
<tr>
<td>COSMO-LAMI</td>
<td>DWD-GME forecasts</td>
<td>LAMI mesoscale assimilation (nudging)</td>
<td>implicit (Tiedtke)</td>
<td>no</td>
<td>7 km</td>
<td>35 layers</td>
<td>72 h</td>
<td>1</td>
</tr>
</tbody>
</table>


The next developments will be addressed to evaluate the system performance in other seasons and the impact of tagging each member with a probability measure representing the relative size of the cluster resulting from the cluster analysis of ECMWF EPS.

Figure 2. Mean error and root mean squared error corresponding to different quantiles of the ensemble of hourly discharge forecasts driven by COSMO-LEPS for the autumn season 2003. It is displayed the value of the statistical measures computed over each 24-hour long forecast range, up to the +120 h lead-time. The ensemble mean is displayed as an horizontal dashed line, labelled with different colours according to the corresponding forecast time-range.

Figure 3. Mean error and root mean squared error of the hourly discharge forecasts driven by COSMO-LEPS and COSMO-LAMI for autumn 2003. It is displayed the value of the statistical measures computed over each 24-hour long forecast range, up to the +72 h lead-time. The mean (fuchsia line) and the 90% quantile (light green line) are used as representative of the ensemble.
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Abstract
The precipitation predicted by a numerical weather prediction model, even at high resolution, suffers from errors which can be considerable at the scales of interest for hydrological purposes. In the present study, the uncertainty related to the meteorological model error is taken into account by implementing a multi-model forecasting approach, aimed at providing multiple future precipitation scenarios driving the same hydrological model. Therefore, the estimation of the uncertainty associated with the meteorological prediction can be exploited by the hydrological model, propagating the error into the hydrological forecast.

The proposed meteo-hydrological forecasting system is implemented in a real-time configuration for several episodes of intense precipitation affecting the Reno river basin, located in northern Italy (Apennines). The episodes are associated with flood events of different intensity.

The coupled system seems promising in order to provide useful information concerning the discharge peaks (amount and timing) for warning purposes.

1. Introduction
In order to extend the lead time between warning and occurrence of a flood event, an appropriate prediction of the hydrological responses for medium-sized catchments (from 1000 to 10000 km²) is only possible if hydrological models are coupled with numerical weather prediction (NWP) models, using the predictive potential of both the atmospheric and the hydrological models.

This approach suffers from several sources of uncertainty, lying in the hydrological and meteorological models themselves; however, for real-time forecasting the error in rainfall prediction prevails on the other sources of uncertainty (Krzysztofowicz, 1999). To cope and deal with the above uncertainties, ensemble forecasting techniques are beginning to be applied to hydrological prediction. The scientific community has recognized the importance of dealing with uncertainty, especially with respect to risk-related events, and has started to use this concept in hydrological modelling, adapting existing concepts of probabilistic forecasting from atmospheric modelling to flood forecasting (Kwadijk, 2003; Hamill et al., 2005; Siccardi et al., 2005).

In the present study, a multi-model approach to the quantitative precipitation forecast (QPF) problem has been attempted, in order to have a range of possible meteorological inputs to feed a hydrological model. In this way, the uncertainty associated with the meteorological forecasts provided by the proposed multi-model ensemble can propagate into the hydrological model, providing an estimation of the uncertainty associated with the discharge prediction. It is important to note that such uncertainty represents only that fraction of the total uncertainty in
the forecasting process related to the atmospheric model error and the multi-model ensemble is aimed at representing only this part of uncertainty.

The proposed methodology is implemented for several episodes of intense precipitation that affected the Reno river basin, an Italian medium-sized catchment, whose upstream portion is located to the north-eastern slopes of the northern Apennines (Figure 1).

Figure 1. Localisation of the Reno river basin, its sub-catchments (light green line) and the main river. In evidence (dark green line) the upper basin closed at Casalecchio Chiusa river section.

2. Methodology

The coupled forecasting system is built by using the TOPKAPI (TOPographic Kinematic APproximation and Integration) model (Todini and Ciarapica, 2001), a physically-based distributed rainfall-runoff model, to generate discharge forecasts driven by the following different meteorological limited area models:
- BOLAM and MOLOCH, implemented by the Institute of Atmospheric Sciences and Climate - National Research Council (ISAC - CNR), Bologna;
- COSMO Model, suite LAMI (LM), implemented by the Agenzia Regionale Prevenzione e Ambiente - Servizio IdroMeteorologico (ARPA-SIM), Emilia-Romagna Region;
- WRF, implemented by ISAC - CNR, Lecce Section.

The details concerning their configuration are reported in Table 1.

The simulated discharges are evaluated at Casalecchio Chiusa, the closure section of the mountainous basin, which is characterized by a concentration time of about 8-10 hours. In the operational practice, a flood event at such river section is defined when the water level, recorded by the gauge station, reaches or overcomes the value of 0.8 m (corresponding to a discharge value of about 80 m$^3$/s), corresponding to the warning threshold. The alarm level is set to 1.6 m (corresponding to a discharge value of about 630 m$^3$/s).
### Table 1. Summary of model configurations.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>Horizontal Resolution (km)</th>
<th>Grid points</th>
<th>Levels</th>
<th>Initial/boundary condition</th>
<th>Nesting Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOLAM</td>
<td>8</td>
<td>200 x 240</td>
<td>42</td>
<td>ECMWF analyses/forecasts</td>
<td>/</td>
</tr>
<tr>
<td>MOLOCH</td>
<td>2.8</td>
<td>240 x 240</td>
<td>50</td>
<td>BOLAM</td>
<td>1-way nesting</td>
</tr>
<tr>
<td>LM7</td>
<td>7</td>
<td>234 x 272</td>
<td>41</td>
<td>ECMWF analyses/forecasts</td>
<td>/</td>
</tr>
<tr>
<td>LM2.8</td>
<td>2.8</td>
<td>246 x 240</td>
<td>41</td>
<td>LM7</td>
<td>1-way nesting</td>
</tr>
<tr>
<td>WRF7.5</td>
<td>7.5</td>
<td>240 x 200</td>
<td>42</td>
<td>ECMWF analyses/forecasts</td>
<td>/</td>
</tr>
<tr>
<td>WRF2.5</td>
<td>2.5</td>
<td>244 x 238</td>
<td>42</td>
<td>WRF7.5</td>
<td>2-way nesting</td>
</tr>
</tbody>
</table>

3. Results
The proposed multi-model approach to QPF has been implemented on five episodes of intense precipitation which are associated to flood events of quite different intensity. In the present work, the performance of the coupled system is discussed for a couple of cases; details on the remaining episodes can be found in Diomede et al. (2006) and in Diomede et al. (2007).

Figure 2 shows the results for the 07-09 November 2003 case study: the event is almost missed, especially in the forecasting of precipitation maxima (right panel), leading to an underestimation of the event magnitude in terms of streamflow (left panel): in this case, a warning would have been issued, but not and alarm. Otherwise, for the 10-12 April 2005 event (Figure 3) all the precipitation forecasts are fairly accurate (right panel) and the corresponding discharge simulations predict the event magnitude correctly (left panel).

For all the analysed events, we can conclude that the spread of the discharge ensemble can be considered adequate to convey a quantification of the discharge forecast uncertainty useful to support civil protection authorities in their decisions. Indeed, the occurrence of the flood events is well captured with a sufficient lead time (the timing error being not crucial with respect to the considered time range), whereas the order of magnitude of the event can be evaluated by the stakeholders considering the ensemble result by a probabilistic point of view.

The outcomes suggest that the hydrological response of the Reno river basin, as simulated by the TOPKAPI model, comes out to be highly sensitive not only to the total precipitation amount, but also to its correct space-time localization. This facet confirms the usefulness of the multi-model approach to take into account at least a fraction of uncertainty related to the QPF. It is worth noting that the obtained results might be affected by the filtering operated by the hydrological model, whose structure strongly affects the performances of the integrated real-time flood forecasting system. Generally, the hydrological model performance appears not to be fully satisfactory, being the calculated curve higher and wider than the observed one. This overestimation can be probably ascribed to three different factors: an inaccurate reproduction of the infiltration processes in the hydrological model, leading to an overestimation of precipitation available for runoff; the method employed to spatially distribute the observed precipitation (i.e. the Thiessen Polygon method) that can cause an overestimation of the total amount of rainfall over region scarcely covered with raingauges; the presence of a small hydroelectric reservoir, located in the upper basin, not modelled within the TOPKAPI framework. Testing different hydrological models might be the subject for future works.

Finally, the coupled system seems to be promising for operational use in the prediction of flood events and for warning purposes. The limitations due to the small number of the
ensemble members and to the methods employed to generate their variability must be overcome: we can expect that a larger ensemble, for instance obtained by perturbing the initial and boundary conditions (Tibaldi et al., 2006), will improve the performance of the hydro-meteorological modelling system.

Figure 2. The 07-09 November 2003 event: streamflow forecast (left panel; m$^3$/s) and QPF averaged over the basin and accumulated over 6-hour periods (right panel; mm), as a function of the forecast range (hours). The different discharge curves have been obtained by feeding the TOPKAPI model with the precipitation forecast by the different meteorological models and with the raingauge observations (red dashed line). The observed discharge (blue dotted line) is also plotted for reference.

Figure 3. As Figure 2, but referred to the 10-12 April 2005 event.
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Abstract

In the present study the usefulness and the skill of the meteorological mesoscale ensemble prediction system COSMO-LEPS is evaluated as a tool to operationally supply quantitative precipitation forecasts driving a meteo-hydrological coupled system aimed at providing reliable real-time discharge ensemble forecasts for the Reno river basin, a medium-size catchment in northern Italy.

The hydrological simulations are carried out by means of the distributed rainfall-runoff model TOPKAPI.

The performance of the proposed probabilistic forecasting chain is evaluated simulating the streamflow forecasts provided for the autumn seasons of the period 2003-2005. The deterministic forecasting chain, operationally implemented, based on the same rainfall-runoff model fed with the precipitation forecast provided by the COSMO model-suite LAMI is used as term of comparison.

1. Introduction

The quantitative precipitation forecast (QPF) is still a challenging task at the scales of interest for hydrological predictions. Although the use of high resolution limited-area models (LAMs) has improved the short-range prediction of locally intense events, it is sometimes difficult to forecast accurately their space-time evolution, especially for ranges longer than 48 hours (Marsigli et al., 2005). Nowadays, the ensemble prediction techniques are widely used in the meteorological community, allowing to add probabilistic information to the forecasts, especially with respect to risk-related events. Moreover, meteorological ensemble systems have recently been used to provide a probabilistic input to hydrological forecasts, in order to improve both the accuracy of these forecasts and the reliability of uncertainty estimates.

In this work, the use of a Limited Ensemble Predictions System (LEPS) is considered as the meteorological contribution to a meteo-hydrological probabilistic forecasting chain. In this way, the estimate of uncertainty affecting hydrological model predictions is related with the problem to integrate meteorological forecast uncertainty into a hydrological model capable to propagate it into hydrological forecast and warning uncertainty.

2. Methodology

The proposed probabilistic flood forecasting chain is based on the following tools:
- COSMO-LEPS, a Limited-area Ensemble Prediction System based on the non-hydrostatic limited-area model COSMO, daily running (12 UTC) at ECMWF (European Centre for Medium-Range Weather Forecasts) since November 2002;
- TOPKAPI (TOPographic Kinematic APproximation and Integration), a physically-based distributed rainfall-runoff model model (Todini and Ciarapica, 2001).
The LEPS methodology, described in its essential principles in Molteni et al. (2001) and Marsigli et al. (2001), is designed to combine the advantages of a global-ensemble prediction system with the ability typical of LAMs to detail atmospheric phenomena on more local scales, particularly in those regions dominated by the effects of complex orography (Tibaldi et al., 2006). The system has been developed for the time range “late-short-range (48h) - early-medium-range (120h)”. COSMO-LEPS is 16-member ensemble system based on the non-hydrostatic limited-area model COSMO. The ensemble members are differentiated mainly in the initial and boundary conditions by which they are driven: the different model runs are nested on some selected members of the ECMWF Ensemble Prediction System (EPS), chosen by means of an ensemble-size reduction technique based on a Cluster Analysis algorithm. The model is run at a 132-hour forecast range, the horizontal resolution is of about 10 km and 40 layers are used in the vertical. The system has repeatedly been updated by increasing the layers in the vertical (from 32 to 40) and the number of members (from 5 to 16). The details concerning its configuration are reported in Table 1 (it is worth noting that for the year 2003 the forecast range is 120 hours, the number of ensemble members is 5, the adopted moist convection scheme is Tiedtke and the prognostic treatment of rain and snow is not added). In the present study, all the members have been considered equally probable in the direct coupling with the TOPKAPI, without applying any kind of stochastic procedure for rainfall downscaling. However, the debate in the scientific community is still now open about the question regarding which probability should be attributed to each member of the COSMO-LEPS ensemble resulting from the cluster analysis of ECMWF EPS; the problem is more and more unsolved if these members are used as input to a hydrological model (Ferraris et al., 2002; Marsigli et al., 2005; Siccardi et al., 2005; Verbunt et al., 2006). The performance of the probabilistic coupled system is evaluated for the Reno river basin, a medium-sized catchment (which total dimension is about 5000 km²) in northern Italy, whose upper portion (about 1000 km²) is located to the north-eastern slopes of the northern Apennines (Figure 1). The closure section of this mountainous basin, Casalecchio Chiusa, is characterized by a concentration time of about 8-10 hours. In the operational practice, a flood event at such river section is defined when the water level, recorded by the gauge station, reaches or overcomes the value of 0.8 m (corresponding to a discharge value of about 80 m³/s), corresponding to the warning threshold. The alarm level is set to 1.6 m (corresponding to a discharge value of about 630 m³/s).

The deterministic forecasting chain driven by the meteorological model COSMO operational at ARPA-SIM (COSMO-LAMI, whose configuration details are summarised in Table 1) is used as term of comparison to evaluate the added value of the probabilistic system.

![Figure 1. Localisation of the Reno river basin, its sub-catchments (light green line) and the main river. In evidence (dark green line) the upper basin closed at Casalecchio Chiusa river section.](image)

<table>
<thead>
<tr>
<th>Name</th>
<th>Boundary conditions</th>
<th>Initial conditions</th>
<th>Moist convection</th>
<th>Prognostic precipitation</th>
<th>Horizontal resolution</th>
<th>Vertical resolution</th>
<th>Forecast range</th>
<th>Number of members</th>
</tr>
</thead>
<tbody>
<tr>
<td>COSMO-LEPS</td>
<td>EPS forecasts</td>
<td>EPS analyses</td>
<td>Tiedtke or Kain-Fritsch (randomly selected)</td>
<td>yes</td>
<td>10 km</td>
<td>32 layers</td>
<td>132 h</td>
<td>10</td>
</tr>
<tr>
<td>COSMO-LAMI</td>
<td>DWD-GME forecasts</td>
<td>LAMI mesoscale assimilation (nudging)</td>
<td>implicit (Tiedtke)</td>
<td>no</td>
<td>7 km</td>
<td>35 layers</td>
<td>72 h</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Summary of model configurations.
3. Results
Discharge predictions based on the COSMO-LEPS ensemble precipitation forecasts have been computed for the autumn seasons of the years 2003, 2004 and 2005. A statistical analysis, in terms of mean error and root mean squared error, is carried out on the ensemble of hourly discharge forecasts to investigate which quantile is more suitable to represent the ensemble forecast and to compare the performance of the probabilistic approach with the corresponding one provided by the deterministic forecasting chain. From the computations (shown in Figures 2 and 3 only for the autumn 2003) it derives that:

- the 80% and 90% quantiles perform generally better with respect to the ensemble mean as the lead-time increases. This trend is more evident when the autumn season is characterised by higher streamflow values (years 2003 and 2004).

- the performance decay of the probabilistic coupled system is evident up to the first 48-hour forecast range; for higher lead-times, the decay is partly compensated by the ensemble skill.

- the discharge simulations based on the deterministic precipitation forecast perform slightly better for the first 24-hour range. The added value of the probabilistic system comes out in the next forecast ranges.

A further analysis (whose results are not shown) has been carried out about the verification of warnings and alarms based on the predicted discharges:

- for the warning level, the false alarms provided by the higher quantiles (80% and 90%) of the probabilistic forecasting chain do not increase considerably with respect to the ones produced by the deterministic chain, except for the 90% quantile in autumn 2005; on the other hand, if the higher quantiles are considered, the miss events decrease with respect to those obtained with the ensemble mean or the deterministic forecast;

- for the alarm level, if the 90% quantile is considered, no false alarms would have been issued by the probabilistic forecasting chain, whereas one false alarm would have been issued by the deterministic one for a case in autumn 2005; about the miss events, both the forecasting chains fail the forecast of the three events occurred (two in autumn 2003, one in autumn 2004).

Generally, we can conclude that the discharge predictions based on the COSMO-LEPS ensemble precipitation forecasts show performance which are comparable to the single-valued forecast driven by COSMO-LAMI for the first 24-hour forecast range. The added value of the probabilistic system comes out with increasing lead-times, especially starting from the +48-72 forecast range. The timing of the streamflow simulations driven by COSMO-LEPS matches quite well the event occurrence and the number of false alarms is limited, also with the lead-time increasing. On the other hand, the prediction of the event magnitude is less accurate, especially for the higher streamflows, usually underestimated.

The next developments will be addressed to evaluate the system performance in other seasons and the impact of tagging each member with a probability measure representing the relative size of the cluster resulting from the cluster analysis of ECMWF EPS.
Figure 2. Mean error and root mean squared error corresponding to different quantiles of the ensemble of hourly discharge forecasts driven by COSMO-LEPS for the autumn season 2003. It is displayed the value of the statistical measures computed over each 24-hour long forecast range, up to the +120 h lead-time. The ensemble mean is displayed as an horizontal dashed line, labelled with different colours according to the corresponding forecast time-range.

Figure 3. Mean error and root mean squared error of the hourly discharge forecasts driven by COSMO-LEPS and COSMO-LAMI for the autumn season 2003. It is displayed the value of the statistical measures computed over each 24-hour long forecast range, up to the +72 h lead-time. The mean (fuchsia line) and the 90% quantile (light green line) are used as representative of the ensemble.
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Abstract
The Great Lakes and St. Lawrence testbed project aims to demonstrate the importance of detailed atmospheric and hydrologic modeling for medium-range atmospheric and hydrologic forecasting on large basins. During the past two years, efforts have been focused on the implementation and verification of the regional, raster-based, MESH surface and hydrological model which is coupled to the global Canadian ensemble prediction system to obtain ensemble forecasts of land-surface variables as well as streamflow on the basin. This system will serve as a baseline to test if we can manage to improve the performance of the system by either increasing the horizontal resolution of the surface model, downscaling the ensemble forecasts using a limited-area model, or improve the parameterization of surface and subsurface processes. In time, this should lead us to recommend a setup which maximizes the quality of hydrological forecasts for a given cost in terms of computer resources, and also point out what are the weakest links of the ensemble hydrological forecasting chain, so that efforts can be focused on these components. Meanwhile, the forecasts from the baseline forecasting system can be analyzed by end-users, helping researchers and forecasters to develop products that are useful for water management, by getting feedback on actual ensemble forecasts of future events. In this presentation, we assess the strengths and weaknesses of the forecasting system and discuss how we propose to improve it in the coming years through collaboration with researchers and stakeholders who have manifested interest in the Great Lakes testbed project.
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ABSTRACT

In this paper, a cooperative investigation undertaken by researchers at Iowa State University and forecasters at the Des Moines Weather Forecast Office (DMX) is presented. The purpose of the study is to examine the use of both a proposed hydrologic forecast model and meteorological predictions for flood forecasting in small watersheds. Current U.S. National Weather Service (NWS) flash flood prediction methods are based on guidance that is generated in a one-time step and is seldom updated. Predictions out to several days are generated using the Sacramento Soil Moisture Accounting model (SACSMA), which is most commonly applied at a 6-hour simulation time step. The 6-hour time step is inadequate for small watersheds with a short response time. The city of Ames, Iowa, for example, generates their own predictions using the U.S. Army Corps HEC-Hydrologic Modeling System (HEC-HMS) because they found that the six-hour simulations of the NWS did not meet their basin-specific flood forecasting needs. Given this apparent successful application of the HEC-HMS, the feasibility of implementing the model for operational short-term streamflow prediction at the DMX will be tested. The Ames watershed will be used as an initial test site.

This study will also examine the possibility of using 1-hour quantitative precipitation forecasts (QPF) and 1-hour probabilistic QPF (PQPF) to provide early indications of flood potential in combination with the HEC-HMS and SACSMA. Observed precipitation is the primary variable currently used in flood prediction. Therefore, the lead time of flood warnings are dependent upon the rate of data collection and download, the time to initiate and run the model, the location of the precipitation, and basin response time. However, additional lead time may be gained through the use of quantitative precipitation forecasts (QPFs). QPFs are not commonly used in an objective manner for flash flood prediction by the DMX.

Two major challenges facing the DMX flood forecasting operations are addressed: (1) the application of hydrologic models at time steps less than 6 hours for flash flood prediction in small watersheds, and (2) the objective use of quantitative precipitation forecasts (both deterministic and ensemble) to improve flood forecast lead time. Successful demonstration of the HEC-HMS and/or QPFs will provide opportunities for wider application within the DMX and other WFO districts.
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Abstract
We present the idea and the very first results of an “Experimental Ensemble based on the COSMO-LMK (EELMK)”. The aim is to understand predictability limits of precipitation forecasts on the convective scale. Ensemble techniques with convection-resolving models are a new field of research. We investigate forecast uncertainties due to imperfect model physics and lateral boundary conditions. First case studies demonstrate the potential of EELMK to generate variability between ensemble members in terms of spatial homogeneity and intensity of precipitation.

1. Introduction
Quantitative information about precipitation is an essential input for hydrological predictions. For a lead time of more than several hours, precipitation forecasts are based on atmospheric models. The benefit of such forecasts for hydrological applications depends considerably on the ability of the model to resolve the relevant scales and processes.

The DWD has developed the new model COSMO²-LMK³ (Doms and Förstner, 2004) which is in operational mode since April 2007. The model domain covers the area of Germany. One of the major aims is the improvement of heavy precipitation forecasts with a lead time of up to 18 hours. The very small grid spacing of 2.8km allows to explicitly simulate small-scale processes such as deep convection. Another important advance is the assimilation of radar observations. Compared to the forecasts of the model COSMO-LME⁴ (grid spacing: 7km), the precipitation patterns of COSMO-LMK look much more realistically.

However, it is not expected that the simulations of COSMO-LMK will be exact and correct on a horizontal grid scale of 2.8km. As it is the case for all atmospheric predictions, the COSMO-LMK forecasts are inherently uncertain. This is due to the chaotic nature of the atmosphere and an imperfect representation of atmospheric processes and initial conditions in the numerical prediction. The lateral boundaries of the model domain introduce additional uncertainties. They are uncertain predictions themselves which are provided by COSMO-LME.

As COSMO-LMK improves the ability to simulate convective weather events, further research is needed to understand its limits of predictability. Therefore, DWD envisages an ensemble approach for COSMO-LMK to estimate inherent uncertainties.

As a first step, BfG and DWD have recently started a joint project to develop an Experimental Ensemble based on the COSMO-LMK (EELMK). Existing ensemble prediction systems mainly focus on coarser scales and longer lead times, so the project EELMK explores a new field of research. There are two major aims of the EELMK. Firstly, the project will set up a basic framework for experimental ensembles with the model COSMO-LMK. Secondly, it will estimate benefits of the ensemble to hydrological predictions.

This study introduces two simple ensemble set-ups which isolate different sources of uncertainty. One of them addresses inherent model uncertainties of the COSMO-LMK and the other one looks into uncertainties due to the lateral boundary conditions.

² COSMO: Consortium for Small-Scale Modelling
³ LMK: Lokal-Modell Kürzestfrist (local model shortest-range)
⁴ LME: Lokal-Modell Europa (local model Europe)
We present very first results of two case studies which are both relevant in terms of the hydrological response at the river Saar in Germany/France. Although a case study does obviously not provide a sufficient basis for general conclusions, the presented results nevertheless point to the potential of the EELMK to represent uncertainty on scales which are relevant for hydrological applications.

2. Model Uncertainties of COSMO-LMK

In particular in short-range mesoscale prediction, model related uncertainty can be highly relevant, e.g. when large-scale forcing is weak. A significant contribution to model uncertainty arises from parameterizations. They represent small-scale effects that cannot be explicitly resolved by the model grid. Current parameterizations can only sum up the mean effect of the sub-scale by functions depending on the resolved scale. These functions depend on empirically estimated parameters.

In the EELMK, we perturb a subset of these parameters within a range of physically reasonable values. For each member of the ensemble, we define a fixed set of perturbed parameter values which are kept constant during the entire forecast range of 24 hours. As a first step, we perturb one parameter value per ensemble member. All in all, the ensemble comprises one unperturbed default member and 22 members with perturbed parameters. The parameters relate to cloud microphysics, boundary layer physics and turbulence as well as to properties of the vegetation.

First results of a 24 hours forecast give an impression of the forecast variability generated by the parameter perturbations. Fig. 1 shows the observed and forecast 12-hours accumulated precipitation field (forecast start: August 17th 2006, 00UTC). The model was run on the whole domain of Germany. Fig. 1 extracts an area of 300km×300km which is centred over the Saar region. Political borders of Luxemburg, France, Germany, and Belgium are partly visible. Four representative members have been selected from the total of 23 members. The region covered by radar observations is indicated in each plot. All members agree qualitatively with the observations concerning the band of heavy rain stretching from south-west to north-east. Apart from this main feature, there are differences between the members in terms of spatial variability and intensity of precipitation on smaller scales and also in terms of features which appear only in individual members (e.g. the local maximum in the north-west corner in member 4 and the eastern part of the region with hardly any precipitation in member 13). Comparing the observations and all members reveals systematic differences regarding the location, intensity, and spatial extent of the area with heavy precipitation (e.g. >15mm/12hrs). These systematic differences additionally motivate the representation of further sources of uncertainty in the EELMK.

Fig. 1: Precipitation [mm] in the Saar region accumulated over 12-24 UTC (starting date: August 17th 2006, 00UTC). EELMK with perturbed physics, selected members. Upper left: radar obs.

Fig. 2 shows the area mean of the 12-hours accumulated precipitation for all 23 members and the radar observations. Additionally, it shows the contributions to the overall mean by grid boxes with precipitation intensity above given thresholds. For example, this figure shows variability in the local
Figure 2: Area mean of precipitation [mm] in the Saar region accumulated over 12-24 UTC (starting date: August 17th, 2006). Based on the EELMK with perturbed physics (member 1 is unperturbed).

rain intensity among the members independently of the overall mean (e.g. members 4 and 5). Again, there are obvious systematic differences between the EELMK and the observations.

3. Uncertainty due to Lateral Boundary Conditions

In the operational set-up at DWD, the COSMO-LMK is nested into forecasts of the regional model COSMO-LME (7km grid spacing) which provides lateral boundary conditions to COSMO-LMK. Depending on the large-scale flow, these lateral boundary conditions exert a noticeable influence on the COSMO-LMK forecast. They can induce a considerable amount of uncertainty to the COSMO-LMK forecast and consequently for the hydrological application. A promising strategy to represent the uncertainty of the boundary conditions is the generation of a sequence of ensembles which leads from a global EPS to a regional EPS and finally to the EELMK.

As a first experiment, we have nested the EELMK into ensemble members of COSMO-SREPS (COSMO Short Range Ensemble Prediction System). The COSMO-SREPS is a regional EPS on the basis of the model COSMO-LM with 10 km grid spacing. It is designed for forecast lead times of up to 2-3 days. COSMO-SREPS is under development at ARPA-SIM in Bologna, Italy. COSMO-SREPS itself is nested into a multi-model EPS which is developed at Instituto Nacional Meteorologia (INM) in Madrid, Spain.

The COSMO-SREPS comprises 16 ensemble members which can be categorized into four groups of four members. Each group is linked to a different global model (IFS, GME, NCEP, UKMO). Each of the four members within a group pertains to one of four different physics perturbations in the COSMO-LM.

We have run a first case study with 16 members, each of which is nested in one of the COSMO-SREPS members but with unperturbed COSMO-LMK physics. The forecast starts on September 17th, 2006, 00UTC, and covers 24 hours. Fig. 3 shows the observed and forecast 12-hours accumulated precipitation field for the Saar region (forecast start: September 17th, 2006 00UTC). Each of the selected members is associated with one of the global models used in the INM ensemble.

Within the EELMK, the main precipitation feature is similar in all members. Its location and spatial extent, however, clearly depend on the global model. Compared to the observations, all forecasts can be considered as valuable on the broad scale, but there are discrepancies in spatial homogeneity and intensity.
Fig. 4 analyses the forecasts in an analogous way as Fig. 2. In general, Fig. 4 shows that the area mean precipitation mainly varies with the choice of the respective global model. However, the differences also depend on the selected intensity threshold. For example, this becomes evident when comparing ‘UKMO-members’ and ‘GME-members’. In the ‘UKMO-members’, the overall mean is higher, but the contribution by grid boxes with >= 70mm/12hrs is clearly lower. In this case study, there are also slight systematic differences between members depending on the physics perturbations applied to the COSMO-SREPS. E.g., applying the Kain-Fritsch convection parameterization scheme (second member of each global model group) leads to the highest overall mean for a given global model.

4. Outlook
A hydrological validation of this new type of meteorological ensemble forecasts and a discussion of its features and benefits with regard to operational discharge and water level forecasting is foreseen by the use of the operational water level forecasting system WAVOS-Saar. The drainage basin of the River Saar is of 7430 km² size and is shared approximately equally by France and Germany. A modified version of the well known semi-distributed precipitation-runoff model HBV is implemented, and forecasts are calculated for 13 gauging stations. The model runs as a continuous hydrological model with an hourly time step. Of special interest is the question how the knowledge of the ensemble spread can be used in flood warning and flood risk management.
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Abstract
In order to assess the potential value of hydrological models forced by single and probabilistic weather predictions, a widespread flood event that affected Italy in 1966 has been revisited with state-of-the-art models. First, a complete single-forecast model chain consisting of the ECMWF global model, forcing in cascade two meso-scale models and a hydrological model, was applied to predict precipitation and the associated hydrological aspects in North-eastern Italy (Adige river basin and adjacent basins) and Central Italy (Arno river basin). Since these first sets of results based on single forecasts indicate that simulated precipitation patterns are in general very sensitive to initial conditions, the case has been analyzed using an ensemble approach. Hydrological ensemble forecasts are now being generated in order to i) investigate the relative contribution of meso-scale models to predict the driving meteorological fields, and ii) assess the sensitivity of forecast quality to ensemble size. For this latter point, a methodology that could be used to identify few ‘key’ members of the ECMWF ensemble to be downscaled through a meso-scale model before they are used to force the hydrological model is investigated: such a procedure could be used in an operational framework to reduce the resources required to generate hydrological ensemble forecasts.

1. Introduction
The Institute of Atmospheric Sciences and Climate of the Italian National Resource Council (ISAC-CNR), the University of Brescia and the European Centre for Medium-Range Weather Forecasts (ECMWF) have been working together to revisit a severe weather and flood event that caused huge damages and loss of lives in Central and North-Eastern Italy at the beginning of November 1966 (Flood66 – see Figure 1). The cities of Florence, Trento and Venice were seriously damaged by the Flood66 event. The main goal of this collaboration has been to assess the potential value of HEPS (Hydrological Ensemble Prediction Systems; Schaake et al. 2007), based on state-of-the-art numerical meteorological and hydrological models, in estimating the variance of some important flood indexes (such as the time to peak, the peak flood, volumes, etc.) induced by forecast rainfall variability.

The ECMWF data used for this study consist of T511L61 (spectral triangular truncation 511 with linear grid, and 61 vertical levels) resolution reanalyses and single forecasts, and T399L40 ensemble forecasts valid for a period covering the end of October and the beginning of November 1966. Reanalyses, single high-resolution and ensemble forecasts for the last days of the simulated period have been used to define the initial and boundary conditions to generate the BOLAM (limited area, hydrostatic) and MOLOCH (non hydrostatic) meso-scale model forecasts (Malguzzi et al., 2006). Meteorological and hydrological forecasts have been compared to observed rain-gauge precipitation data and runoff hydrographs collected for the two study areas.
Ensembles of flood hydrographs have been generated by hydrological simulation driven either directly by the ECMWF meteorological forecasts, or indirectly by meso-scale forecasts driven by ECMWF forecasts (i.e. generated using ECMWF forecasts as boundary conditions). While the former fields have an equivalent spatial resolution at mid-latitudes of approximately 50 km, the latter fields have a finer resolution, ranging from 20-km for the hydrostatic component to 2-km for the non-hydrostatic one. The key advantage of downscaling global ensemble forecasts using dynamical, meso-scale models is that these latter can simulate more accurately than the former the small-scale atmospheric features inducing the occurrence of the flood event. Unfortunately, the computational costs required to dynamically downscale each member of the ensemble prediction is currently too high to make it feasible in an operational framework.

This work introduces a new ‘target-basin’ approach that could reduce the computational costs of HEPS application without degrading the quality of flood predictions. This approach follows the ideas of Molteni et al (2001) and Marsigli et al (2001) but uses different selection criteria to identify few key representative members of the global ensemble system to be used to drive the cascade of meso-scale and hydrological simulations.

2. ‘Target-basin’ selection methodology
In the ‘target-basin’ approach, first the area surrounding a river basin where a given fraction of the members of the meteorological GCM ensemble exceeds an area-average rainfall threshold level, $R_a$, is defined. Then, a sub-set $N_T$ of the NEPS GCM ensemble members is selected, such that the tail ($P > .90$) and some representative quantiles (e.g. .10, .30, .50, .70) of the Cumulative Distribution Function of the flood peak forecasted for this ‘target area’ by the ECMWF-Hydro chain are well represented. Finally, dynamical downscaling needs to be applied only to these $N_T$ global models, so that the cost of the meso-scale integrations is reduced to $N_T/N_{EPS}$ percentage.

As a first step to test the feasibility of the ‘target-basin’ selection methodology, the impact of reducing the ensemble size from 51 to only NT quantiles has been studied using a 2-step cascade of models based on:

- Meteorological forecasts provided by the ECMWF ensemble system run at the TL399L62 resolution (Buizza et al, 2007),
Hydrological forecasts nested directly into the ECMWF ensemble forecasts using an event scale hydrological model

3. Preliminary results
The target basin methodology has been applied to ensemble forecast starting on the 3rd of November and valid for the 4th-5th November 1966 (the peak discharge of the Arno river and its tributaries was observed in Florence in the morning of the 4th). Two target basins have been considered: the Sieve river basin at the section of Fornacina (829 km$^2$) and the Cellina river basin at the section of Barcis (392 km$^2$): the first watershed is a sub-basin of the Arno river basin, located in the Tuscany area, while the second watershed is located in the Alps, close to the Adige river basin.

When the EPS is used to force directly the hydrological model the timing of the forecasted hydrograph is still good, but the peak discharge is underestimated, especially for the Sieve river, but the same weakness can be noticed also for the Cellina river. The rainfall underestimation can be seen by comparing the spread of the area-average precipitation predicted by the ECMWF EPS members, as well as the spread of the HEPS flood volumes: values for the Arno basin, where convective precipitation was dominant, are higher than over the Alps (Figure 2). This precipitation underestimation can be partly due to the coarse resolution of the precipitation field used to force the hydrological model and it suggests the use of a complete model chain, where the precipitation field predicted at the global scale is downscaled by a limited area model before it is used to force the hydrological model.

In this preliminary analysis the 48-hour accumulated rainfall (from $t=0$ to $t+48h$) was averaged over an area of about 26000 km$^2$, which includes the Arno river basin in Tuscany and several basins in North-Eastern Italy. The spatial average was performed on the most affected river basins, which is where the precipitation forcing was predicted to be more intense. Ensemble members #37, 3, 33, 16, 19 provide accumulated precipitation values corresponding to the 10%, 30%, 50%, 70% and 90% quantiles, respectively (i.e. 123, 137, 143, 151 and 160 mm respectively) The rainfall temporal distribution and the corresponding flood hydrographs produced using these members only for the Sieve river basin at Fornacina and by the Cellina river basin at Barcis are shown in Figure 3.

The comparison of Figs. 2 and 3 indicate that the spread in the peak discharge values is well represented even by the subset of the ensemble predictions. For the Sieve river a peak discharge of 630 m$^3$/s is predicted by member #3, while 861 m$^3$/s would have been predicted by member #5. For the Cellina river member #19 leads to a peak discharge estimate of 1167 m$^3$/s, while the maximum value for the peak discharge, 1246 m$^3$/s would have been obtained with member #31. In both cases the difference is very low.

4. Conclusions and future plans
A new ‘target-basin’ approach has been introduced to extract key, large-scale meteorological information from a global ensemble systems, to be used to drive a cascade of limited-area meso-scale and hydrological models. This approach has been applied to forecasts re-run for a period in November 1966 during which Central and Northern-Eastern Italy, including the historical cities of Florence and Venice, were affected by sever flooding. Preliminary results of the ‘target basin’ approach based on one case are encouraging. They indicate that the members identified by the target-basin approach contain most of the large-scale meteorological information needed to drive the cascade of higher-resolution and hydrological models.
The plan is to consider more cases, and to investigate possible ways to improve the target-basin approach, e.g. by considering different areas where precipitation is averaged, and by enlarging the number of selected members from 5 to 10. In order to better represent the local precipitation characteristics, the possibility to select the representative members on the basis of not only total precipitation but also of other forcing characteristics, such as the peak rainfall intensity or the hyetograph shape, will also be investigated. Finally, the quality of the HEPS forecasting cascade will be assessed considering longer forecast ranges.
Figure 3 – Selected HEPS for the Sieve river at Fornacina (above) and for the Cellina river at Barcis (below)
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MOVING TOWARD OPERATIONAL HYDROLOGIC ENSEMBLE FORECASTS
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In the United States, NOAA’s National Weather Service (NWS) has used ensemble stream flow techniques for over twenty years to produce long-range seasonal predictions of unregulated streamflows. These have been more successful in mountainous regions in the West where the snow pack and information about it has a significant impact on spring and summer streamflows. More recently, the potential for short to medium range ensemble streamflow products to serve risk-based decision making for the emergency services, environmental, water management, hydroelectric, and recreational sectors has gained appropriate attention. The process of generating reliable ensembles of stream flow that spans all time scales is complex and challenging. This presentation will cover efforts to date, lessons learned, and known challenges as well as an overview of the Experimental Ensemble Forecasting System (XEFS) which is currently under design for development and operational implementation at NWS River Forecast Centers within the next two to three years.
ADDRESSING PARAMETER UNCERTAINTY IN REGIONAL FORECAST BASINS USING SIMILARITY INDICES
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Abstract
Identification of appropriate parameter sets for simulation of streamflow in ungauged basins has become a significant challenge for both operational and research hydrologists. This is especially difficult when using conceptual models, as parameters typically must be “calibrated” or adjusted to match streamflow conditions in specific systems (i.e. some of the parameters are not directly observable). This paper addresses the uncertainty associated with transferring and applying parameters between basins within large-scale regions using conceptual rainfall-runoff models. We use the National Weather Service’s (NWS) operational hydrologic model, the SACramento Soil Moisture Accounting (SAC-SMA) model. The Multi-Step Automatic Calibration Scheme (MACS) (Hogue et al., 2000; 2006) is used to optimize SAC-SMA parameters for watersheds with extensive hydrologic records from the Model Parameter Estimation Experiment (MOPEX) database. MOPEX was established to advance the state of knowledge of parameter estimation techniques and provide guidance on improving a priori estimates of land surface and hydrologic models. We develop a similarity index method (SIM) to establish a range of parameters for a specific hydroclimatic region using NWS-MOPEX forecast basins in the southeastern United States. Indices are based on the physical and hydroclimatic characteristics of the area and are used to develop a “range of parameters” which can be reasonably transferred to similar basins and which represent the associated parameter uncertainty for the region. The impact of regionalized parameters is also evaluated via generation of hindcasts and probabilistic verification procedures (Franz et al., 2003). Hindcasts are used to assess the efficacy of site specific model calibration versus SIM on streamflow forecast skill.
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Abstract

Using NCEP’s Global Ensemble Forecast System (GEFS) coupled with the Noah Land Surface Model (Noah LSM), this study evaluates the quality of the output of the coupled air-land ensemble system as external forcing for river routing ensemble forecasting. A streamflow “analysis” is generated following the methodology of the North America Land Surface Data Assimilation (NLDAS) project over the CONUS domain, by forcing the Land-River system with observed precipitation. This analysis is used as the initial condition for the river routing model in the coupled air-land-river forecast system, and as a proxy for truth in the verification of the experimental ensemble river flow forecasts.

Quantitative evaluation of the streamflow forecasts revealed that (1) The coupled GFS-Noah forecasting system, with a river routing model attached, reasonably captures analyzed streamflows; (2) The GEFS ensemble mean forecasts, and especially the GEFS ensemble based probabilistic forecasts, have more skill than the ensemble control or even a higher resolution single control forecast (GFS); (3) Bias (systematic error) is a significant part of the total forecast error which can possibly be reduced through a suitable bias-correction algorithm; (4) For larger river basins, the ensemble forecasts exhibit skill even without a bias correction; (5) For medium and small river basins, the shorter-range forecasts suffer from considerable under-dispersion, i.e., insufficient spread. These preliminary results suggest that the GEFS-Noah system provides reasonable forcing to hydrological models although a procedure to downscale precipitation is needed for shorter range (up to 5-7 days) predictions especially for smaller and medium-sized basins.

1. Introduction

A major application of numerical weather prediction (NWP) is to provide forcing to hydrological models to generate streamflow forecasts in a one-way or two-way coupled mode. Since precipitation/runoff forecasts exhibit large uncertainties, hydrologic forecasts should be framed in a probabilistic form and follow an ensemble approach. Traditional, streamflow forecast is made for individual river basins, instead of grid points and NWP products such as precipitation and temperature are pre-processed before they are used as forcing of hydrological (land surface and river routing) models. As the land surface models are greatly improved during the last decade and they are coupled with the atmospheric models in operational NWP systems (Michell et al., 2005), it is possible now to generate gridded streamflow forecast as an NWP product to provide guidance to river forecast centers. This study is a preliminary experiment in this direction and emphasize is focused on evaluating the quality of the coupled air-Land ensemble system as external forcing for river routing ensemble forecasting.

2. Model configuration and experimental design

The river routing model used for this study is identical with the one used by Lohmann et al. (2004) and Lohmann et al. (1998). It calculates the timing of the runoff reaching the outlet of a
grid box, as well as the transport of the water through the river network. Both within grid cell and river routing time delays are represented using linear, time-invariant and causal models, which are represented by nonnegative impulse-response functions. As in the North America Land Data Assimilation System (NLDAS) project (Mitchell et al., 2004), continental United States domain (CONUS) is covered with 1/8 degree grid separation. The river flow direction mask was also the same as in Lohmann et al. (2004), using a D8 model which assumes that water can leave a grid cell only in one of the eight neighboring grid cells.

The river routing model can be viewed as a component of the land surface model with an additional state variable “surface water” and streamflow is output as diagnostic quantities. An analysis of the surface water and streamflow are generated by forcing the river routing model with runoff products of the NLDAS program, which takes as input the estimated real hourly precipitation and other atmospheric variables from a regional analysis. Lohmann et al. (2004) showed that this type of streamflow analysis is in general comparable to river flow observations, although the effect of snowmelt may be not well simulated with the current land surface models. The surface water analysis is used as the initial condition of the river routing model and the streamflow analysis is taken as verification when the forecast is evaluated.

The runoff used to force the river routing model is the prognosis output from NCEP’s Global Ensemble Forecasting System (GEFS). The numerical model used in GEFS is the Global Forecast System in which Noah land Surface Model is coupled with the atmospheric model. GEFS runs at T126L28 resolution and the output is at about 1 degree by 1 degree global grid every 6 hours from 0 to 180 hours of lead time, and 2.5 by 2.5 degrees every 12 hours from day 7 to day 16. To match the resolution and the grid mesh of the river routing model and the river flow direction network, the runoff is interpolated to the CONUS domain with a resolution of 1/8 degrees. Effort is made to conserve the water budget in each grid cell when the interpolation is made from the coarse grid to the fine one but down scaling is not considered.

The period selected for the experiment is April 1 to May 30, 2007 and the forecast is initialized at 00Z each day. Runoff from each of the 10 operational GEFS members are used to force the river routing model. For comparison purpose, the ensemble control and the corresponding high resolution (T384L28) control are also used to generate a total of 12 streamflow forecasts up to 16 days. The uncertainty considered in the river routing model is only associated with the forcing, i.e. the runoff. In other words, perfect initial conditions and perfect model is assumed in the river routing component of the coupled atmosphere-land-river system.

3. Evaluation of results
3.1 Case studies (see Fig. 1)
For the lower Mississippi River, a very large basin, the major event of increased river flow flux at the end of April and a number of minor events are well predicted 15 days in advance (left panel). For a medium sized basin in New England, the major flood in Mid-May is picked up in 5-day forecasts (right panel). For the large basin, the analysis is embraced by the ensemble numbers, while the spread tends to be insufficient for small and medium sized basin basins.

![Fig. 1 Streamflow forecast examples showing daily values of analysis (red) and forecasts (blue for GFS, purple for the control, black for the 10 GEFS members).](image)
3.2 Potential forecast skill ---- temporal correlation
From Fig. 1 it can be seen that the temporal correlation between forecasts and analysis is high. Correlation coefficients is calculated for each grid point and averaged for different ranges of mean streamflow (1 to 20 in the order of increase streamflow) over the two month period (see Fig.2). The control forecast shows highly positive correlation with analysis, for all ranges of grids at shorter lead times, and for all lead time at the largest basins (upper right panel). GFS high resolution forecast is not as good as the lower resolution ensemble control (upper left). The control is slightly better than the average of the 10 coefficients calculated from the individual ensemble members (lower left) and a major improvement is associated with the ensemble mean forecast (Lower right), especially for second week forecasts over small and medium sized basins.

3.3 Probabilistic forecast skill ---- CRPSS
Continuous Ranked Probability Score (CRPS) is the integral of the Brier score of all possible threshold values for a continuous predictand averaged over the test data. It is reduced to Mean Absolute Error (MAE) for a deterministic-style (single) forecast. The corresponding skill score (CRPSS) is calculated for each grid point with a reference forecast, which is the persistent forecast in this study. CRPSS is then averaged in space for each range of mean streamflow, for the raw forecasts and the bias-corrected forecasts. The latter are generated by subtracting the temporal mean of the error (point wise) from the raw forecasts. Comparison (not shown) suggests that higher resolution forecast is superior for the 3-7 days lead time over small and medium sized basins. Ensemble mean forecast has higher skill than the control but major improvement is associated with the probabilistic forecast using the 10-member ensemble. Fig.3 shows that the raw forecast has positive skills for the grid points with mean streamflow over 500 cubic meter per second. After the bias is removed, forecast skill over a persistent forecast is seen for all ranges. However, the skills are still relatively low for lead time 3 to 7 days for the smaller basins. This lack of skills for short range may be due to insufficient spread and the coarse resolution (in time and space) of the precipitation/runoff.
4. Summary and Discussions

It is found that the coupled GFS-Noah forecasting system, with a river routing model attached, reasonably captures analyzed streamflows, while the ensemble techniques associated with GEFS result in more skills and a bias correction algorithm may further improve the forecasts. While the forecast for large basins exhibits skills without post processing, the shorter-range forecasts for medium and small basins suffer from considerable under-dispersion, i.e., insufficient spread. These preliminary results suggest that the GEFS-Noah system provides reasonable forcing to hydrological models although a procedure to downscale precipitation is needed for shorter range (up to 5-7 days) predictions especially for smaller and medium-sized basins.

Fig. 3 CRPSS averaged over selected ranges of mean streamflow, calculated from the raw and bias-removed 10-member ensemble forecasts.
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ABSTRACT
Weather forecasts provide the basic information used in forecasting electrical loads and hydrologic inputs to reservoirs. A conventional approach in load forecasting accounts for seasonal trends, currently observed loads, and a random component based on the statistics of past electrical loads. Conventional hydrologic forecasting takes a similar approach but with added complexity from hydrologic behavior of the contributing basin and routing in the river systems. In both cases a single deterministic weather forecast is the basic input.

HEPEX may change conventional hydroelectric practice by basing the end user product, forecasts of electrical load or reservoir inflow, on sets of equally likely weather forecasts. Hydroelectric operating decisions will then require support from an Ensemble Optimization Procedure (EOP) that explicitly considers the set of forecasts (the ensemble) in recommending the best possible decisions at the current time. This paper discusses the data management and interface requirements for practical implementation and demonstrates the application of an EOP to scheduling operation of a cascade of seven hydroelectric generating stations.
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Abstract
The European Flood Alert System (EFAS) is a research project which aims at extending to 3-10 days the lead-time of flood forecasts in transnational river basins. The main objective is to complement Member States’ activities on flood forecasting and increase preparedness by providing earlier and additional information on potential flood situations. As a research project in a development phase, EFAS has been subject of continuous improvements aiming at a better simulation of the physical processes involved in river basin hydrology and therefore better accuracy in its forecasts. This paper presents some recent developments introduced on the calibration of the hydrological LISFLOOD model used in EFAS. We investigate the case of the March-April 2006 flood event of the Morava River. From 29th March to 09th April 2006, the Morava catchment in the Danube River basin was hit by severe flooding caused by snow melting and rainfall. The floods affected settlements and agricultural lands in Slovakia, Czech Republic and Austria. In the downstream Morava, 100-year flood and more peak discharges were observed. Forecasts based on deterministic and probabilistic weather forecasts are presented and verified against observed data.
Improving precipitation generation for seasonal hydrologic prediction
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Abstract
One major challenge in seasonal hydrologic prediction is the proper representation of the uncertainties in the atmospheric forcing during the forecast period. These uncertainties are not only naturally associated with the predictability of the climate system at seasonal timescales, but are also affected by the method that is used to produce the atmospheric forcing time series at daily or sub-daily timescales. Various studies have explored different methods to generate atmospheric forcing time series, such as the K-nearest neighbor resampling scheme and the Schaake shuffle method. Most of these methods are based on use of historical observations. In particular, Luo and Wood (2007) uses selected observed historical meteorology as the forcing basis and then adjust them to match the predicted monthly mean values. These monthly mean values are derived from seasonal climate predictions from dynamic climate models. This study attempts to improve the forcing generation method in Luo and Wood (2007) by addressing the following two questions: 1) How can we fully use information provided by seasonal climate predictions from dynamic climate models in creating atmospheric forcing sequences? 2) At various spatial and temporal scales, what are the required levels of skill in seasonal climate prediction to make it useful for hydrologic predictions? As presented by Luo and Wood (2006), variations at larger spatial scales and longer time scales are potentially more predictable by climate models. For instance, the forecast of 6-month total precipitation is likely to be more skillful than the forecast of the total precipitation of the 6th month. In this study, adjustments to selected historical records are performed at different temporal scales according to the corresponding skill level of the seasonal climate predictions. By selecting the time period, accuracy and number of adjustments to the historical forcing records, we can quantify the usefulness of climate predictions across space and time.
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A simple but rather complete hydro-meteorological forecasting chain will be described, aiming at ensemble flash flood forecasts for medium-sized catchments. It can be organised into four modules: first, a system collecting hydro-meteorological observations and their related database; second, a module gathering meteorological forecasts from different suppliers and processing these data in order to satisfy the hydrological model requirements; third, a hydrological model using observations and forecasts as inputs to provide forecasts of river heights and/or discharges; finally, an hydraulic component manages flow propagation and flooding, and could be coupled with a GIS containing information about the vulnerability of the predicted flooded areas to help the decision-maker. In this paper special focus will be put on module two, i.e. on the use of different precipitation forecasts within the chain.

These precipitation forecasts can be either deterministic or probabilistic. They may consist of both immediate (lead-time up to 2 hours) and/or short-term forecasts (lead-time up to 36 or 48 hours). However, they are generally not specific to the considered catchment and are often provided at a meteorological time-step (usually, 12 or 24 hours) which is not appropriate for quick responding catchments (hydrological time-step needed of 1 hour or even less). Here, we shall focus on the use of probabilistic quantitative precipitation forecasts (PQPFs) such as those proposed by an Analog technique - cf. Obled et al. in this workshop. They are expressed as the distribution of catchment averaged precipitation totalised over rather large time-step (e.g. daily), compared to what is required for hydrological modelling. Thus, for flash floods forecasting, it is necessary to disaggregate these forecasts down to the hydrological model time-step (here, 1 hour), while preserving the prescribed forecasts distribution. The presentation proposes such a way to match current meteorological and hydrological lead-times through the use of a simple rainfall generator capable of running in real time.

Another set of operational constraints come from the need to take into account the updating cycle of the meteorological forecasts (every day at 6h UTC in the case presented). The use of other qualitative available information (e.g. precipitation ending time) will also be addressed.

The post-processed precipitation forecasts are then given in terms of predicted hourly rainfall scenarios which are used as inputs to the hydrological model and converted into predicted discharge scenarios in order to give ensemble flood forecasts. These are also given in term of probability of exceeding a given discharge threshold. This will be illustrated on a case study concerning flash flood forecasts in the Cevennes region (Southern France).
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Abstract
A forecast procedure for short to medium range (1-6 days) probabilistic streamflow forecast, developed and implemented for Norwegian catchments, is presented. The procedure consists of: (1) the deterministic meteorological forecast of temperature and precipitation, (2) a stochastic pre-processor that accounts for the uncertainty of the meteorological forecast, (3) a hydrological model (HBV model) that transforms precipitation and temperature input to streamflow output, and (4) a stochastic post-processor that accounts for the uncertainty of the hydrological model. In a Monte Carlo simulation, an ensemble of streamflow values is generated that is interpreted as probabilistic streamflow forecast.

For future work, this procedure forms the basis for comparison with other methods of ensemble streamflow prediction. The procedure will be compared to procedures that are based on meteorological ensemble forecasts as input. Further, pre- and post-processor of the system will be compared with components of the ensemble streamflow prediction system developed at NOAA.

1. Introduction
Based on the experiences from a major flood in Eastern Norway in 1995, a project was initiated and administered by the Norwegian Water Resources and Energy Directorate (NVE) with the aim to quantify the uncertainty associated with the streamflow forecasts issued by NVE (Skaugen et al., 2006). The Norwegian Computing Center developed stochastic model components that describe the error of the meteorological forecast (Follestad and Høst, 1998) and the error of the hydrological model (Langsrud et al., 1998). By combining the error models in a Monte Carlo simulation together with the hydrological model (Langsrud et al., 1999), an ensemble of streamflow values is generated which can be interpreted as a probabilistic streamflow forecast. The procedure was tested and implemented at NVE (Skaugen et al., 2006). It is calibrated in 79 catchments, where streamflow forecasts with a lead time of up to six days are issued.

In the following sections, the components of the probabilistic streamflow forecast procedure are presented. They form the basis for further work which is outlined in the last section.

2. Pre-processor: Uncertainty in precipitation and temperature forecast

To describe the uncertainty of the temperature and precipitation forecast, Follestad and Høst (1998) developed stochastic models for the distribution of the observed temperature and precipitation conditioned on the forecasted values.

Temperature

The model for temperature,

\[
T_t = \begin{cases} 
\alpha_{1}^{(j)} S_t^{(j)} + \alpha_{2}^{(j)} (T_{t-1}^{(j)} - S_{t-1}^{(j)}) + \varepsilon_{\text{pos}}^{(j)} & \text{for } S_t^{(j)} \geq 0 \\
\alpha_{3}^{(j)} S_t^{(j)} + \alpha_{4}^{(j)} (T_{t-1}^{(j)} - S_{t-1}^{(j)}) + \varepsilon_{\text{neg}}^{(j)} & \text{for } S_t^{(j)} < 0
\end{cases}
\]  

1
describes the observed temperature $T_t$ at day $t$ as a linear function of the forecasted temperature $S_{t+j}$ of this day, issued $j$ days before ($j=1,\ldots,6$). Trough the term $(T_{t-1} - S_{t+j})$, the error of the forecast that was made the day before, at $t-1$, is also taken into account. The spread is described through the term $\epsilon^{(j)}$, an independent normally distributed random variable with zero mean and standard deviation $\sigma_{\text{pos}}^{(j)}$ for $S_{t+j} > 0$ and $\sigma_{\text{neg}}^{(j)}$ for $S_{t+j} < 0$. Also for the other parameters it is distinguished if the forecasted temperature $S_{t+j}$ is above or below zero. Thus, for each forecasting step $j=1,\ldots,6$, there are eight parameters, $\alpha_0^{(j)}$, $\alpha_1^{(j)}$, $\alpha_2^{(j)}$, $\alpha_3^{(j)}$, $\alpha_4^{(j)}$, $\alpha_5^{(j)}$, $\sigma_{\text{pos}}^{(j)}$ and $\sigma_{\text{neg}}^{(j)}$. The parameters of each forecasting step are estimated from historical data of forecasted and observed temperature.

**Precipitation**

The model for precipitation consists of two steps. In a first step, the probability $p_{t+j}$ that the observed precipitation $R_t$ at day $t$ is above zero, is modelled as

$$\log\left(\frac{p_{t+j}}{1 - p_{t+j}}\right) = \beta_0^{(j)} + \beta_1^{(j)} I_{[R_t > 0]} + \beta_2^{(j)} \sqrt{P_{t+j}} + \beta_3^{(j)} I_{[p_{t+j} > 0, R_t = 0]}$$  \hspace{1cm} (2)

The left hand side of the equation, containing the probability $p_{t+j}$ for precipitation above zero on day $t$, depends linearly on the square root of the forecasted precipitation $P_{t+j}$ for this day, issued $j$ days before ($j=1,\ldots,6$). The indicator variables $I_{[\text{expression}]}$ take values of 1 if expression is true or 0 if expression is false. Thus, with the indicator variable $I_{[p_{t+j} > 0, R_t = 0]}$, the quality of the forecasts made the day before at, $t-1$, is also taken into account.

In a second step, the square root of the amount of observed rainfall $R_t$ under the condition that $R_t$ is greater than zero, is modelled with a gamma distribution $\text{Gamma}$ as

$$\sqrt{R_t} \mid (R_t > 0) = \text{Gamma}\left(\mu_{t+j}, \nu^{(j)}\right)$$  \hspace{1cm} (3)

where $\nu^{(j)}$ is the reciprocal of the dispersion parameter of the distribution, and the mean value $\mu_{t+j}$ is described as a linear function of the square root of the forecasted precipitation:

$$\mu_{t+j} = \gamma_0^{(j)} + \gamma_1^{(j)} \sqrt{P_{t+j}}$$  \hspace{1cm} (4)

For each of the six forecasting steps $j=1,\ldots,6$, there are seven parameters, $\beta_0^{(j)}$, $\beta_1^{(j)}$, $\beta_2^{(j)}$, $\beta_3^{(j)}$, $\gamma_0^{(j)}$, $\gamma_1^{(j)}$ and $\nu^{(j)}$. The parameters of each step are estimated from historical data of forecasted and observed precipitation.

4. **The hydrological model**

The rainfall runoff model used in the forecast procedure is a semi-distributed version of the HBV model (Bergström, 1992). Different elevation zones and vegetation classes are distinguished, while no further spatial division is made. Input variables are daily precipitation and temperature, and the model is run with daily time steps, producing daily streamflow as output.

5. **Post-processor: Uncertainty of the hydrological model**
A stochastic model for the error of the hydrological model, the HBV model, was developed by Langsrud et al. (1998). The error is modelled as a first order autoregressive process, i.e. the error \( d_t \) on day \( t \) depends on the error \( d_{t-1} \) of the day before, as:

\[
d_t = \alpha_t d_{t-1} + \sigma_t u_t
\]

where the error \( d_t \) is the difference between the log-transformed values of observed streamflow \( Q_{obs}(t) \) and simulated streamflow \( Q_{sim}(t) \) at day \( t \):

\[
d_t = \ln Q_{obs}(t) - \ln Q_{sim}(t)
\]

In equation (5), \( u_t \) is an independent standard normally distributed random variable, and \( \alpha_t \) and \( \sigma_t \) are described as functions of the log-transformed simulated streamflow according to:

\[
\alpha_t = a_{t(i)} + b \ln Q_{sim}(t)
\]

\[
\ln \sigma_t = A_{t(i)} + B \ln Q_{sim}(t)
\]

The parameters \( a_{t(i)} \) and \( A_{t(i)} \) have different values for different combinations of:

a.) observed temperature \( T_t \): above or below zero,

and in case of temperature above zero:

b.) observed precipitation \( R_t \): zero or larger than zero,

c.) snow reservoir in the HBV model: present or not.

In addition, the parameters \( a_{t(i)} \), \( A_{t(i)} \), \( b \) and \( B \) have different values depending on:

d.) simulated streamflow \( Q_{sim}(t) \): above or below a certain threshold (the 75% non-exceedance percentile is chosen as threshold in the current implementation of the procedure).

Accounting for the different combinations, the total number of parameters \( a_{t(i)} \), \( A_{t(i)} \), \( b \) and \( B \) for the error model of the HBV model is 24. The parameters are estimated from historical data of observed and simulated streamflow, where the simulated streamflow is modelled with observed precipitation and temperature.

5. Total uncertainty of the streamflow forecast

The total uncertainty of the streamflow forecast is determined in a Monte Carlo simulation. Using equations (1), (2) and (3), possible realizations of the future temperature \( T_t^* \) and precipitation \( P_t^* \) are generated based on the deterministic forecast of temperature \( S_t^{(j)} \) and precipitation \( P_t^{(j)} \). The pairs of possible temperature \( T_t^* \) and precipitation \( P_t^* \) (in the current implementation 1000) are then treated as if they were true values of temperature \( T_t \) and precipitation \( P_t \). Possible future streamflow values are generated from the \((T_t^*, P_t^*)\) pairs using the HBV model. After adding a hydrological error from equation (5) to each of the HBV-outputs, the resulting set of streamflow values is interpreted as a probabilistic streamflow forecast.

6. Outlook

The probabilistic forecast procedure outlined above (NVE procedure) forms the basis for future work.
The procedure will be compared to procedures that use meteorological ensemble forecasts instead of the deterministic meteorological forecast as starting point for the description of the uncertainty of the streamflow forecast. The 51 member ensemble forecasts of the European Center for Medium Range Weather Forecast will be used as well as short range limited area ensemble forecasts with 21 members from the Norwegian weather service Met.no (Jensen et al., 2005). Procedures of different complexities will be set up and compared to the NVE procedure.

Furthermore, the pre- and post-processor of the NVE procedure will be compared to components of the streamflow ensemble prediction system developed at NOAA. This comprises the pre-processor developed by Schaake et al. (2007) and the post-processor developed by Seo et al (2006). It is planned to apply the procedures to both Norwegian and US catchments, using meteorological forecast data from ECMWF/Met.no and NCEP respectively.
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Abstract
The sensitivity of Blue Nile flows to changes in future rainfall during the June–September rainy season was studied using output from three General Circulation Models (GCMs). The study attempted to quantify uncertainties arising from: (a) use of different GCMs; (b) different greenhouse gas emissions scenarios; and (c) downscaling coarse-scale GCM output to a finer-scale required for hydrological modelling. A multidimensional stochastic rainfall generator was developed to produce high-resolution gridded rainfall data required by an established operational distributed hydrological model.

1. Introduction
The aim of this study was to undertake an investigation of the sensitivity of Blue Nile flow to climate change and to assess the extent of precipitation-related uncertainty in this context. A major goal of the study was to use off-the-shelf GCM data to drive a relatively high resolution operational gridded hydrological model (20 × 20 km and daily time-step). The study employed three GCMs, forced with two sets of greenhouse gas emissions scenarios; the output from which was downscaled using an ensemble approach employing a multidimensional stochastic rainfall generator. Downscaled precipitation scenarios were used to drive the NFS hydrological model (Nile Forecasting System: Schaake et al., 1996; Elshamy, 2006) to assess the impacts of climate change on both mean flow as well as the flow exceeding 5% and 1% of the time during the wet season (June–September), the main rainy season in the region.

2. Methodology
The study was carried out in four steps: (i) Gather Blue Nile Basin historical daily rainfall data and GCM monthly rainfall data over a baseline period; (ii) elect several GCMs on the basis of their performance in simulating current climate; (iii) calibrate a stochastic rainfall generator; and (iv) use rainfall generator to generate 50 traces of baseline and future rainfall and feed both baseline and future rainfall data into the NFS to determine future Blue Nile flow changes.

2.1 GCM selection
GCM selection was based on model ability to simulate historical baseline rainfall and a number of GCMs were tested for their adequacy. The mean monthly GCM-simulated rainfall over 1992–2001 simulated by three different GCMs: (i) CGCM2 (The Canadian Climate Modelling Centre); (ii) ECHAM4 (Max Planck Institute for Meteorology, Hamburg); and (iii) HADCM3 (UK Hadley Centre) compared well with observational data over the same period. Two sets of greenhouse gas (GHG) emissions scenarios were used; the SRES A2 and B2, which make different assumptions about future global socio-economic conditions (see IPCC, 2000).

2.2 Downscaling
The implementation of a statistical downscaling approach requires the establishment of quantitative relationships between GCM-derived predictor variables and local rainfall statistics. However, standard GCM runs reproduce climate variability, rather than simulating observed weather patterns and it is not possible to match GCM timelines directly to observed data. Observed data may be used as a proxy for specific GCM outputs but this approach does not
directly address the uncertainty in the GCM outputs. GCM runs forced to observed Sea Surface Temperature (SST) data may also be used but these are less readily available. This study employed a third alternative, employing histogram matching (Rosenfeld et al., 1993) to compare the frequency distributions of standard GCM outputs and local rainfall statistics.

If a predictor, \( T \), with cumulative distribution \( F(T) \) and predictand \( S \), with cumulative distribution \( G(S) \), are monotonically related by \( S = f(T) \), then \( f(T) = G^{-1}(F(T)) \). It is thus possible to derive \( f(T) \) from \( F(T) \) and \( G(S) \) without needing to match individual pairs of data points. Moreover, the distribution of estimates of \( S \) should closely match those for the observed data, even if the relationship between \( T \) and \( S \) is relatively weak. While the local distributions of both GCM outputs and daily rainfall statistics will vary with both geographical location and season, it is advantageous to assume an invariant relationship between predictor and predictand to accommodate spatial movement of climatological patterns over time. Separate distributions, \( F(T) \) and \( G(S) \), were derived for each calendar month and grid box within the baseline dataset and a standard non-linear regression technique used to derive a single relationship, \( S = f(T) \), that applied across all months and locations.

Statistical relationships were derived between GCM outputs and three statistics (i) probability of a wet day given a previously wet day (\( P_{WW} \)); (ii) probability of a wet day given a previously dry day (\( P_{WD} \)) and (iii) daily rainfall amount on a wet day (\( M_{RR} \)). The daily statistics were obtained from synoptic station data block-krigged to the NFS model resolution of 20km for cells containing a recording gauge. Months where missing values exceeded a 10-day threshold were discarded. Separate relationships were derived for each selected GCM. In all cases, the regression equations were able to explain a significant amount of variation with \( R^2 \) values exceeding 0.70.

### 2.3 Multidimensional stochastic rainfall generator

Daily 20km spatial resolution rainfall data were generated using up a stochastic rainfall generator based on the Turning Bands method (Mantoglou, 1987). The spatial structure of the rainfall field was modelled using a homogeneous, isotropic exponential model for spatial covariance while temporal correlation was addressed using the parameters; \( P_{WW}, P_{WD} \) derived above. The rainfall distribution on a rainy day was modelling using a two-parameter gamma distribution scaled by \( M_{RR} \). The orographic rainfall component associated with the Ethiopian Highlands was modelled using a spatially-varying multiplicative factor derived by comparing the long-term averages of observed and uncorrected simulated rainfall over the baseline period.

### 2.4 Potential evapotranspiration

Monthly mean baseline and future temperature simulated by all three GCMs were used with the Thornthwaite formula (Thornthwaite, 1948) to determine current and future monthly mean PET and the corresponding percentage changes which were applied to the observational PET dataset.

### 2.5 Hydrological modelling

The NFS is an operational distributed hydro-meteorological forecasting system designed for forecasting Nile flows at designated key points within the Nile Basin. The core of the NFS is a conceptual distributed hydrological model (Johnson & Curtis, 1994; Schaake et al., 1996) including soil moisture accounting, hillslope and river routing, lakes, wetlands, and man-made reservoirs within the basin. The NFS requires as input, daily gridded rainfall and potential evapotranspiration. Three basic models are normally executed at every grid cell: (i) water balance model; (ii) hillslope model; and (iii) channel routing model (Nile Forecast Center, 1999). While the NFS includes an optional data assimilation procedure, it is specifically designed to be capable of both forecasting and simulation of the Nile Basin and is able to reproduce the flow regime over long periods accurately without state updating. Further details of the NFS and its evaluation in long term simulations are provided in Elshamy (2006).
3. Results
Figure 1 shows the future change (percentage from baseline) in flow at Diem station for the wet season (June–September). Changes are presented as box-plots showing the range of downscaling-related uncertainty (10%, 25%, 50%, 75% and 90% ensemble quantiles). By considering only the inter-quartile range in the box plots, it can be concluded that significant changes are to be expected in flow during all three time periods. The CGCM indicates drier conditions driven by the rainfall scenarios. The marked difference between projected flow reductions under the CGCM A2 and B2 scenarios for the 2050s is noteworthy. Results from HadCM3 suggest that although a wetter future is expected, flow is set to decrease, especially by the 2080s. This is because increased PET across the basin leads to flow reduction even though rainfall increases by a small amount.

The ensemble medians indicate that the percentage change in mean flow could vary from –46.6% (CGCM A2 2080s) to +12.4% (ECHAM B2 2050s). Q5 shows similar reductions but a greater increase (32.1% increase under the ECHAM B2 2050s). However, the ensemble inter-quartile ranges reveal the effects of downscaling uncertainty, leading to a greater variation in the percentage change in mean flow: from –48.5% (CGCM2 A2 2080s) to +17.9% (ECHAM B2 2050s). This large variation corresponds to limits within the 75th and 25th percentiles and would be even greater had results been presented in between the 90th and 10th percentiles.

Conclusions
This study assessed Blue Nile flow response to uncertainties in: (i) future GHG emissions; (ii) GCMs; and (iii) downscaling GCM output to a finer spatio-temporal scale. The findings indicate that considerable variations in Blue Nile flow sensitivity arise as a result of GHG emissions uncertainties and choice of GCM. In the Blue Nile case study area, one GCM indicates a drier future, whilst two others indicate wetter futures. Uncertainties introduced by the downscaling procedure (which include some element of GCM rainfall uncertainty) were also quantified and shown to be significant. Under the majority of the scenarios, it was shown that future Blue Nile flow is generally expected to reduce, despite small increases in future rainfall; this is because of large projected increases in PET which offsets small increases in rainfall. This warrants a more detailed examination of the effect of future PET changes on Blue Nile flow. A further limitation of the study is that it did not consider additional sources of uncertainty including sampling and hydrological model uncertainties, which can also be significant.

The results presented in this study are in general agreement with what other investigators have noted. Riebsame et al. (1995) reported that GCM scenarios provided widely diverging pictures of possible future river flows, from a 30% increase to a 78% decrease; larger reductions were expected as is the case in the present study. Yates and Strzepek (1998) reported a range of changes for a doubling of CO₂ concentrations; mean annual flow was expected to change by –19% (CGCM1), +41% (ECHAM1) and +133% (HadCM1). Although the sign of changes is consistent with findings from the present study, the flow sensitivity appears to be much greater, especially under the HadCM1 scenario due to a large projected increase in rainfall.
Fig. 1 Percentage change in discharge (from baseline) of Blue Nile flow at Diem for A2 and B2 GHG emissions scenarios over wet season (June-September). Q5 and Q1 indicate daily flow exceeded 5% & 1% of the time during wet season, respectively.
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Abstract

The groundwater recharge could be evaluated and predicted accurately by meteorological data. The Richard’s equation for water flow from soil surface through the root zone to groundwater depends from the evapotranspiration. It is the most sensitive parameter for water dynamic in unsaturated zone. The investigations are carried out on the test field Chelopechene near to Sofia, it shows that evapotranspiration calculated by meteorological data (FAO Penman-Monteit) has the real value. The correct definition of the parameters of hydrological cycle is crucial. The growing population, the pollution of surface waters and the hazard situations force us to manage our groundwater resources. It is the only source for water supply in emergency situations.
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Anticipating floods over quick responding catchments such as the Mediterranean ones requires an appropriate anticipation of future rainfalls. To answer this demand, we propose a probabilistic adaptation of meteorological model outputs based on an analog search for past situations similar to the expected one. The precipitation collected during those past situations allow to derive a conditional distribution for the expected rainfall which builds up the PQPF.

The calibration of such an algorithm requires several important choices such as the selection of the candidate synoptic variables to be used to describe the general circulation, the geographic window over which those variable must be considered, the criteria to be used to optimize these selections, the number of steps in the selection of the best analogs and their optimal numbers, according to the available archives, etc…

After calibration in “perfect-prog” conditions, using the 50 year NCEP/NCAR reanalyses, the current algorithm considers successively two types of analogy: the first one relies only on the general synoptic circulation, and select ~ 70 analogs while the second involves both the general synoptic circulation together with more local variables from the humidity fields. This brings down to 30 final analogs.

However, these results were obtained in perfect-prog conditions, which are not the actual conditions in real time. Depending on the model used to forecast the target situation, and on the lead-time required (e.g. 3 day ahead), the uncertainty may be growing and it has appeared necessary to relax a little the specificity of the analog selection to allow for this uncertainty. The number of analog has been optimized using the ECMWF forecast archive on 1997-2003. So it is now modulated according to the target lead-time, i.e. 30, 40, 50, 70, 130, 500 analogs for day 1 (0-24h) to day 6 (120-144h) respectively. In some way, if the model is poor, the selection should select almost the whole archive as “analogs”, and therefore deliver the climatological average as the forecast.

Operational prototypes of this analog approach adaptation have been implemented, using the daily outputs of the American model GFS for up to 7 days lead-time. Some illustrations will be taken from the operational runs on some Mediterranean French catchment (e.g. the catastrophic rain event of September 8 and 9th 2002 in the Gard region, but also the more recent one of 7 to 9th September 2005 showing that some early warning may be issued a few days in advance).

The daily rainfall distributions derived for each coming day and for every specific catchment are used as input to a hydrometeorological forecasting chain to derive ensemble discharge forecast (see Marty et al. this workshop). Current developments involve working on 6h-PQPF’s for the first two days ahead (0-48h), but the cornerstone is the availability of long precipitation archives with such 6h time-steps.
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Introduction
Cascading uncertainties is an important topic within Hydrological Ensemble Prediction Systems. Considerable work has been done to catalogue the range of uncertainty methods, assess and test their applicability and demonstrate their use, with a view to promoting more widespread and rigorous use by the practitioner community. The research has been documented as an internet based Wiki site, that can be found at: http://www.floodrisk.net or http://www.floodrisknet.org.uk/methods/Introduction.

The site includes
• background on a variety of different risk and uncertainty assessment methods;
• a decision tree to help users in choosing methods;
• a glossary of terms;
• a collection of Case Studies to demonstrate the use of different methods.

This paper is intended to provide an overview of the Wiki site and information on how to use it.

A Wiki site may be modified by the users, which means that any user can add comments or modify the text on the pages of the site, and also add case studies to augment the information on the site. The information added is recorded and then moderated by the hosts of the site (in this case, the Universities of Newcastle and Lancaster).
A Guide to the Wiki Site

The Decision Tree

The decision tree (see Figure 1) is one of the most important resources in the Wiki. Using it, the practitioner without extensive experience of uncertainty analysis or background knowledge can select which other parts of the Wiki to focus their attention on. The version of the decision tree on the web site has active hyperlinks from many of the boxes to pages providing more detailed information. Method boxes link to pages describing those methods; group boxes to pages providing information general to the class of methods in that group; and question boxes link to explanatory text about the question. For those questions with answers other than “yes” and “no”, the answers may also be links. The decision tree is intended to help with the process of choosing a method for quantitative uncertainty analysis. Uncertainty also has qualitative aspects. Both may be important to decision making and should be recorded wherever possible (e.g. using the NUSAP methodology of van der Sluijs et al., 2005).

Catalogue of Methods for Uncertainty Analysis

Each of the methods or classes of method listed in the terminal nodes of the decision tree is described in its own page. These pages can be found by following the link “Methodologies for uncertainty analysis” from the front page of the Wiki. The methods are clustered into broad categories, as they are in the decision tree. Each method page contains an outline description, an indication of software available which

Figure 1 Decision tree for uncertainty analysis. Rounded boxes represent questions to derive a decision for an uncertainty method. Double boxes show the major classifications of methods. Normal boxes represent small sub-groups of these or individual methods. The version on the web site most of the boxes are links to further information.
implements the method, a list of notable advantages and disadvantages, a list of case studies in the Wiki which involve the method, and references for further reading. Case studies can be reached from the decision tree with only two mouse clicks.

Uncertainty analysis methods included at the time of writing are:

- Error propagation equations
- Monte Carlo methods, including sensitivity and model emulation methods.
- Fuzzy and Interval methods
- Nonlinear regression
- Bayesian methods
- Generalise likelihood uncertainty estimation (GLUE)
- Kalman filter and Extended Kalman filter
- Sequential Monte Carlo methods including Ensemble Kalman Filter and Particle Filter
- NUSAP

The intimately related issue of sensitivity analysis is also treated, with one of its major roles – constraining the uncertainty analysis problem by ranking uncertainties – clearly indicated in the decision tree.

There are many different ways in which uncertainties might be used in decision making. An additional guide to some decision making strategies can also be found on the Wiki pages (Click on <Decision making under uncertainty> go directly to http://www.floodrisknet.org.uk/methods/DecisionMakingUnderUncertainty).

Info-gap decision theory (Ben-Haim, 2006) is presented as an example of a technique which allows a decision problem to be recast directly in terms of uncertainty, in this case specifically the robustness of decisions under extreme uncertainty.

**Example Case Studies**

A number of case studies are presented. These can be found from the front page via the “Case studies” link. Case studies have been chosen to highlight particular methods, and links are included between method and related case study pages. Each case study page summarises a case study from the literature, with references provided. Links are included from case studies back to the method or methods which they exhibit.

Case studies included at the time of writing are:

- Risk Assessment of flood and coastal defence for Strategic Planning (RASP) (Forward uncertainty propagation)
- Assimilating satellite rainfall data (Forward uncertainty propagation)
- Estimating Design Discharges (Bayesian Methods)
- Flood frequency estimation under climate change (GLUE)
- Flood forecasting cascade from ensemble rainfall forecasts to inundation maps (GLUE)
- Vulnerability weighted flood inundation risk estimation (GLUE)
- Fitting Flood Frequency distributions (Nonlinear regression)
- Assimilating satellite rainfall data (Forward uncertainty propogation)
- Data assimilation for real-time runoff forecasting (Kalman filter)
- Real time flood forecasting (data assimilation / Kalman filter)
- Uncertainty in rating curve estimation (Fuzzy methods)
- Real time flood forecasting (Ensemble Kalman Filter / Monte Carlo methods)

The Wiki philosophy allows users of the pages to add further Case Studies that they think might be useful to others. A template is provided for that purpose.

**The Glossary**

A glossary is provided for use alongside the uncertainty methods Wiki. The glossary itself can be found at http://www.floodrisknet.org.uk/glossary. Glossary entries are not Wiki pages, and are thus not freely editable; comments can be left, however, enabling discussion and debate.
The contents of the glossary are used to annotate the pages of the uncertainty methods Wiki (and indeed all pages on floodrisknet.org.uk), as shown in Figure 2. Where words or phrases from the glossary appear in the text of a page, these are marked with a dotted underline and blueish background (1, “uncertainty”). Holding the mouse cursor over these words will show the definition from the glossary in a pop-up text box (2). For convenient access to the glossary, all terms found in the page are also listed in a “related terms” box in the left margin (3). Clicking on a highlighted word or its entry in the “related terms” box will take you to the full glossary entry.
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Introduction
The quality of meteorological forecasts can be a key controlling factor for the quality of a hydrological forecast (Pappenberger et al., 2005). In the last decade, ensemble prediction systems capable to predict precipitation probabilities have become operational at the major meteorological operational centres (Palmer, 2002). Following this development, ensemble predictions have been increasingly used as input into real-time flood forecasting systems (such as the de Roo et al., 2003; Gouweleeuw et al., 2005; Pappenberger et al., 2005). It is important that these forecasts are evaluated on the scale of interest for hydrological applications in particular catchment scale (see for example Ahrens & Jaun, 2007) and compared to the results of traditional raster (i.e. grid) based evaluations. This paper aims to provide such a comparison on the PREVIEW case study of the flooding in July and August 2002 in the Danube catchment for two skill scores. Since the major cause of this flooding was heavy rain, attention will be focused on this weather variable. This extended abstract will give an overview of the results. The reader is referred to Pappenberger et al. (2007b) for more details.

Figure 2: The subdivision of the Danube catchment into sub-catchments. The overlaying grid is the forecast grid of the ensemble forecasts.

Evaluation attribute table, forecast and observation characteristics
The River Danube has been divided into sub-catchments (Fig. 1) upstream of gauging stations used within the European Flood Alert System (de Roo et al., 2003). The sub-catchments range from the very small and compact ones, to basins which spread nearly over the entire domain. Thus a different number of forecast grids and observations are within each catchment. The key-attribute framework introduced in Buizza et al. (2007) and illustrated in Table 1 has been applied in our evaluation.

<table>
<thead>
<tr>
<th>Forecast Characteristics</th>
<th>FC variables</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>Danube catchment (~8° E - 30° E, 42° N - 50° N)</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>Spatial: catchments, sub-catchments and grid (5km, 10km, 40km, reduced Gaussian); Temporal: accumulated in 24hrs steps (0-24hrs, 0-48hrs and so on)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>Probabilistic weather forecasts</td>
<td></td>
</tr>
<tr>
<td>Calibration</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Verification Characteristics</th>
<th>Verification field</th>
<th>Observations from a high resolution network and GTS stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainties</td>
<td>Not included</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performance measures / Metric</th>
<th>Average or unique</th>
<th>The evaluation focuses on one extreme flood event</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skill single fcs</td>
<td>RMSE, Mean Error, Centre of Gravity, Catchment Coverage, TSS, Odds ratio</td>
<td></td>
</tr>
<tr>
<td>Spread of ensemble</td>
<td>Spread of 10-90% percentile to error of the ensemble mean forecast, Talagrand, percentage of outliers</td>
<td></td>
</tr>
<tr>
<td>Skill prob fcs</td>
<td>RPS, RPSS, BS, BSS</td>
<td></td>
</tr>
<tr>
<td>Occurrence / non occurrence</td>
<td>Area under a ROC curve</td>
<td></td>
</tr>
</tbody>
</table>

| Statistical significance     | Tests | None |

Table 1: Key attribute table for the evaluation of catchment based and raster based precipitation forecasts of the July/August 2002 Danube flood.

The rainfall forecasts used in this study are based on the European Centre for Medium Range Weather Forecasting (ECMWF) ensemble forecasts. These provide 50 realisations for a 15 day lead time. For this study, precipitation forecasts at TL399L40 resolution (i.e. spectral triangular truncation 399 with linear grid and 40 vertical levels, see Buizza et al 2007) with a lead time of only up to 7 days has been used, with starting time 12.00 UTC and starting dates from the 20th of July to the 31st of August 2002 (43 cases in total).
The precipitation measurements from this study have been obtained from (i) a high resolution network of Danube countries and (ii) Synop stations available on the GTS (for a more detailed description see Ghelli & Lalaurette, 2000). The measurement stations usually reported at 06.00 UTZ for the last 24hrs and the forecast has been initiated at 12.00 UTZ. This means that the forecast time which will be investigated in this study are lead times 42-, 66-, 90-, 114-, 138- and 162-hours.

Forecast evaluation on the upper Danube has been done on three different regular grids (5km, 10km, 40km) as well as the forecast-model original resolution (reduced Gaussian) and averaged over the catchment areas. The verification field on the 5km/10km/40km and the reduced-Gaussian grid have been up scaled from the observation 1km grid, with data interpolated with a nearest neighbour interpolation method (Pappenberger et al. (2007a) has shown that this interpolation method gives comparable results to more other methodologies such as quasi kriging, linear or cubic spline).

The standard performance measures which are used in this study are described in table 1. Detailed description of each measure can be found in Jolliffe & Stephenson (2003). To compute the categorical scores, a number fixed of thresholds (1, 10, 20, 50, mm/24h; 1, 50, 100, 200 mm/48h; 50, 100, 150, 250, 300 mm/72h) have been used for the definition of the events, to have a direct comparison with the alert thresholds for different catchments. Catchment based evaluation has the advantage that it can concentrate on specific properties of the forecast field which are less appropriate for a raster based evaluation. Thus, it is possible to compute the Centre of Gravity or Coverage (for more details see Pappenberger et al, 2007a). The Centre of Gravity and coverage of a precipitation field within a catchment provides valuable information on the spatial distribution of the field (e.g. whether most of the precipitation did fall in the steep or flat parts of the catchment), which is important for a flood forecast.

**Preliminary results**

Hereafter, only the RMSE of the ensemble-mean forecast and the Brier score of the probabilistic forecasts averaged considering three thresholds are shown: the reader is referred to Pappenberger et al (2007a) for more details. In figure 2, the RMSE of the ensemble-mean forecast verified on the 4 grids and the catchments are compared. It is interesting to note that the RMSE is very little sensitive to the choice of the verification grid (i.e., the differences in RMSE are small in respect to the absolute value). Moreover, it is worth to point out that the differences are within uncertainty ranges (not shown). The differences in the 5km/10km/40km to the reduced Gaussian distribution can be explained by smoothing. The 5km, 10km and 40km grids have all been up scaled from the same 1km grid and thus work as a smoother of the reduced Gaussian grid.

Figure 3 shows the Brier scores of the second highest threshold (20 mm/24h; 40 mm/48h; 80 mm/72h and so on). The fact that the Brier scores are higher at t+42h than at t+66h is probably related to the ECMWF strategy used to simulate the initial uncertainties using 48-hour singular vectors, which leads to spread underestimation up to forecast day 2. Note that, as it was the case of the RMSE of the ensemble-mean forecasts, the Brier score is little sensitive to the grid used in the verification.
Figure 2: Comparison of the RMSE for different grid sizes and catchment averages of ensemble means

Figure 3: Brier Score for the different grid sizes and catchment averages

Conclusions
The independence of evaluation methods towards grid size has been shown. In particular, RMSE and Brier scores computed over catchment have been shown to be very similar to values computed over finer grids.

It is worth to mention three weaknesses of this work. Firstly, this analysis neglects to take into account the uncertainty in the observations: work is in progress to take this into account (Pappenberger et al. 2007a). Secondly, a complete assessment of the quality of weather probabilistic forecasts for hydrological applications should include other variables that could drive hydrological events, e.g. temperature, and/or the related the elevation of snowmelt: work is in progress to extend this work to include such types of variables (Pappenberger et al. 2007b).
Thirdly, this analysis focused on a very limited period: the plan is to extend it to include other periods to be able to draw stronger (from a statistical point of view) conclusions.
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Abstract
The MESH surface and hydrological model has been set up on a grid of 1/6th of a degree for the Great Lakes and St. Lawrence basin upstream of Montreal, Quebec, and coupled to the global Canadian ensemble prediction system, to obtain ensemble forecasts of land-surface variables as well as streamflow. Forecasts are issued once a week for a lead-time of two weeks, posted to an anonymous ftp site and verified against observations of snowpack and streamflow. In this paper, we present in more details the setup of the current experiment and then discuss the strengths and weaknesses of the system from the point of view of different users, which leads us to present a number of ways in which the system could be improved in the coming years.

1. Introduction
Recent efforts to generate medium-range hydrological ensemble forecasts on large basins by coupling an operational atmospheric ensemble prediction system (EPS) with a regional-scale, raster-based, hydrological model have shown promising results based on case studies (Hou et al., 2007; Pietroniro et al., 2007; Gouweleeuw et al., 2005). However, convincing researchers, forecasters, and end-users that such an ensemble hydrological forecasting system improves upon existing hydrological forecasting systems, and getting them to use such a system, requires more than case studies.

One way to build confidence into the system is to conduct a reforecasting experiment, from which a lot of information can be gleaned for a fixed version of an EPS (Hamill et al., 2004; 2006). Another is to start to produce and disseminate experimental ensemble forecasts of future events using a setup that is as close as possible to an operational forecasting system, and initiate a discussion with potential end-users to see if the current setup can already be of any use, or how much better it should get before it becomes useful, and what specific products they would like. In this spirit, the MESH modelling system (Pietroniro et al., 2007) has been set up on a grid of 1/6th of a degree for the Great Lakes and St. Lawrence basin upstream of Montreal, Quebec, and coupled to the global Canadian ensemble prediction system. In this paper, we describe the current configuration of this ensemble hydrological forecasting system, and then discuss concerns and hopes of potential end-users with respect to the future forecasting system.
2. Description of the forecasting system

The MESH modelling system has been set up on a 120x66 regular grid having a resolution of 1/6th of a degree, spanning latitudes 40 N to 51 N and longitudes 93 W to 73 W, in order to cover the watershed of the St. Lawrence upstream of Montreal, Quebec, which includes the basin of the Laurentian Great Lakes, plus that of the Ottawa River. Figure 1 shows a streamflow forecast issued on April 1st, 2007 and valid on April 15, 2007, based on the deterministic atmospheric forecast of the Canadian Meteorological Center coupled to the ISBA land-surface scheme.

Major sources of uncertainty in ensemble streamflow predictions include not only the atmospheric forcings, but also the surface initial conditions and the hydrological response function. To capture this uncertainty, the forecasting system was set up by coupling each of the 17 members of the Canadian EPS (Pellerin et al., 2003), which has a horizontal resolution of 1.2° but should be replaced by a 21 member ensemble running at a resolution of 0.9° in June 2007 (Charron et al., 2007), to three land-surface models: the WATFLOOD model (Kouwen et al., 1993), the Meteorological Service of Canada version of ISBA (Bélair et al., 2003) and the Canadian Land Surface Scheme (CLASS, Verseghy et al., 2000). The runoff, interflow and aquifer recharge fluxes estimated by these land-surface model is then routed using the WATROUTE routing scheme (Kouwen, 2006). This multi-model ensemble aims to capture both the atmospheric and the land-surface uncertainty. Uncertainty in the routing scheme is currently ignored, as all members share the same routing scheme.

Initial conditions are obtained by forcing the surface model using short-term forecasts from the regional 15 km version of the GEM model (Mailhot et al., 2003), except for precipitation which is provided by the Canadian Precipitation Analysis (CaPA, Mahfouf et al., 2007). Forecasts are issued once a week for a lead-time of two weeks on a daily time step, posted to an anonymous ftp site and verified against observations of snowpack and streamflow.

Figure 1: Streamflow forecast issued on April 1st, 2007 and valid on April 15, 2007, based on the deterministic atmospheric forecast of the Canadian Meteorological Center coupled to the ISBA land-surface scheme.
3. All models are wrong. Is this one useful?
Preliminary results indicate that the forecasting system has some skill at predicting snow water equivalent and streamflow (Pietroniro et al., 2007). In order to evaluate whether the forecasts could actually be useful to forecasters, we have had informal discussions with hydrological forecasters working for agencies responsible for managing different subwatersheds on the basin.

One of the largest hydropower producers on the basin is Hydro-Québec, which operates power plants on the St. Lawrence river as well as power plants and reservoirs on the Ottawa River, is very interested by two-week ensemble forecasts, provided that they are proven to be skillful and reliable and have a low false-alarm ratio. Because we have yet to conduct a reforecasting experiment, we cannot at the moment assess the reliability and false-alarm ratio of the system.

At the Great Lakes and St. Lawrence Regulation Office, a Canadian agency which provides forecasts of lake levels and lake outflows to the International St. Lawrence River Board of Control and to the International Lake Superior Board of Control, the focus is on monthly to seasonal time scale. Consequently, two-week ensemble forecasts are not sufficient to meet their needs. As the meteorological ensemble forecasts already have little skill for week two, it does not make sense to extend the lead-time of the atmospheric ensemble prediction system to meet their needs, but monthly inflows forecasts to the lakes could still be obtained by relaxing the atmospheric forcings to climatology after two weeks, assuming that there is still information in the land-surface or lake initial conditions.

Monthly forecasts would also be useful for the Canadian Department of Fisheries and Oceans (DFO), which issues forecasts of water levels in the St. Lawrence River for navigation planning purposes. This would also require coupling the hydrological model to an existing hydraulic model of the St. Lawrence River, as it is under oceanic tidal influence. DFO also issues 48h forecasts of water levels for navigation safety, and would thus be interested in hydrological forecasts which reflect the uncertainty in short-term atmospheric forecasts, something that the current system does not do.

Organizations which issue forecasts for flood warning and for managing small dams on the system, such as the Centre d'Expertise Hydrique du Québec, also would like the ensemble forecasting system to better reflect meteorological uncertainty in the first 48h, as they mainly act upon short-term forecasts.

4. Improving the forecasting system to meet users’ demands
In order to try to meet users’ demands, we plan to modify the system in order to be able to eventually offer 3-hourly ensemble forecasts for the first 48h, daily forecasts for the first week, and weekly forecasts for the first four weeks.

In order to represent the uncertainty in short-term forecasts, we will rely on the future Canadian regional ensemble prediction system, which will have a horizontal resolution of 33 km and a lead-time of 48h (Li et al., 2006), whereas we will plan to use climatological scenarios to force the model for weeks 3 and 4.

A good estimation of surface initial conditions and of the associated uncertainty is very important for short lead-time and seasonal hydrological forecasts, in the first case because the meteorological uncertainty is smaller than for medium-range forecasts, in the second case because there is little skill left in the meteorological forcing. It will therefore be important to focus our efforts on improving the land-surface, lake, and routing models.

This will be achieved by improving modelling of subgrid processes in the land-surface model, including a thermodynamic lake and ice model for subgrid lakes and large lakes, improving the calibration of the routing model on observed streamflow, and coupling to existing hydraulic models for the main channels.
5. Conclusion
Setting up an experimental ensemble hydrological forecasting system is an important first step towards making operational dynamical ensemble hydrological forecasting a reality on the Great Lakes and St. Lawrence basin, as experimental forecasts of future events are often more convincing for users that case studies on past events. In particular, it facilitates the dialogue between researchers and end-users, which should help focusing research and development in directions that are likely to help make the system more useful.

We are aware that convincing users that the system is skillful and reliable will be difficult without a reforecasting experiment. Given the high cost of performing such an experiment, reforecasting requires sufficient confidence that the forecasting system being evaluated is appropriate for the problem that it addresses, both in terms of skill and in terms of usefulness for water managers. This is exactly what we aim to accomplish with the current forecasting system.
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Abstract
This study deals with the analysis and interpretation of case studies in view to defining rules to an objective and statistical evaluation of ensemble flood forecasts from the European Flood Alert System (EFAS). First, we investigate EFAS forecasts on a flood-event basis. The aim is to investigate the ability of EFAS flood forecasts based on Ensemble Prediction System (EPS) to provide earlier warning, comparatively and/or complementarily to the forecasts based on deterministic weather forecasts. Secondly, a statistical analysis of the flood events forecasted over the flood-prone periods of summer 2005 and spring 2006 is performed. The analysis focuses on i) the statistical evaluation of hits, misses and false alarms as a function of the number of EPS-based simulations exceeding a given EFAS flood alert threshold and ii) on the comparative analysis of gain in preparedness (early forecasting) when operational alert rules are applied on both forecasts based on probabilistic and deterministic weather forecasts to define a potential flooding situation. The analyses were performed over a number of representative points selected throughout the Danube and the Elbe river basins.

1. Introduction
The use of meteorological ensemble prediction systems (EPS) coupled with hydrologic models for probabilistic flood forecasting and risk assessment is a novelty and a challenge for the scientific community and for decision makers dealing with operational flood forecasting (Krzysztofowicz, R., 2001; Moore et al., 2006). The European Flood Alert System (EFAS) is a European-wide integrated hydro-meteorological platform offering a suitable framework to explore the use of state-of-the-art meteorological products as weather ensembles in hydrological forecasting under different climatic and geographic conditions. The first attempt to visualize simulated discharges based on ECMWF-EPS weather forecasts within the EFAS framework was performed by Gouweleeuw et al. (2005) during the European EFFS research project (De Roo et al., 2003, Thielen, 2004). It prompted the development of new products, which were implemented in early summer 2005 in the first EFAS prototype. Maps showing the number of EPS-based simulations exceeding pre-defined EFAS flood thresholds and temporal box diagrams of forecasted exceedances at a given point in a river were implemented in order to provide a clear view of the ensemble predictions in space and time. Combined forecast diagrams were developed to allow a complementary visualisation of EFAS deterministic- and probabilistic-based forecasts all together (Thielen et al., 2006; Ramos et al., 2006). The development of these products was conducted in close collaboration with the users of EFAS forecasts (the national operational flood forecasting services), which found them useful when analyzing a potential flood situation (Thielen et al., 2005). In this study we investigate EFAS performance for individual flood events observed in European catchments in order to get a better understanding of the strengths and limitations on the use of EPS in EFAS ensemble flood forecasts. We investigate the appropriate rules for an objective assessment of the quality of flood forecasts, as well as the ability of the system to provide earlier warning from combined (deterministic and probabilistic) flood forecasts.

2. Methodology
We investigate EFAS forecasts based on the meteorological Ensemble Prediction System (EPS) of the European Centre for Medium-Range Weather Forecasts (ECMWF). In this study, the 10-day ECMWF EPS is characterized by 50 perturbed members and 1 control run, with about 80-km grid spacing at mid latitudes (Molteni et al., 1996; Buizza et al., 2001). The study is performed at river locations in the Danube and the Elbe river basins, which were the European basins most affected by floods in 2005-2006. The selected points are associated with a wide range of upstream areas, from 1,000 km² to 660,000 km². The study is performed on i) a flood-event basis and ii) a seasonal basis (summer 2005 and spring 2006).

For selected flood events, historical EFAS forecast diagrams at affected locations were built and forecasted flood threshold exceedances were compared to exceedances obtained from a proxy for observed discharges. The proxy consists of simulated discharges using observed meteorological data as input and the same hydrologic model and setup applied in the forecasting system. These post-event analyses are a necessary step to understand the potential capabilities of the forecasting system to capture different types of flood events. They also allow to identify interpretation and decision rules to better define alert situations that produce meaningful early flood alerts, with a small number of false alarms and a reduced number of missed events.

On a seasonal basis, the analysis was performed on a larger number of locations and over long time periods (summer 2005 and spring 2006). The analysis comprises i) the evaluation of hits, misses and false alarms and ii) the comparative analysis of gain in preparedness (early forecasting) when operational alert rules are applied on both forecasts based on probabilistic and deterministic weather forecasts to define a potential flooding situation.

First, hits, misses and false alarms are determined in the EFAS forecast diagrams. For the hits and misses definition, observed events are considered if discharges simulated with observed meteorological data as input (proxy for observed discharges) exceed EFAS high flood threshold. A forecasted event is flagged when there is persistence of the forecasted signal according to the following rules:

i) for the deterministic-based forecasts: forecasted discharges exceed EFAS high flood threshold in two consecutive simulations based on weather forecasts issued at 12UTC;

ii) for the probabilistic EPS-based forecasts: forecasted discharges exceed EFAS high flood threshold in two consecutive simulations based on weather forecasts issued at 12UTC, both with $N_{th}$ or more EPS simulations above EFAS high flood threshold ($N_{th}$ ranges from 1 to 50).

Secondly, the gain (or loss) in preparedness for EPS-based forecasts, comparatively to deterministic-based forecasts, is calculated when there is an observed event and for each $N_{th}$ defined above. It is evaluated by taking the difference between the lead time associated with the first signal in EFAS EPS-based forecast and the lead time associated with the first signal in EFAS deterministic-based forecast. If the difference is negative, a hit was forecasted earlier by ECMWF deterministic or a hit was forecasted by ECMWF, while EPS simulations indicated a miss. If the difference is positive, a hit was forecasted earlier by EPS simulations or a hit was forecasted by EPS simulations, while ECMWF deterministic simulations indicated a miss.

3. Results
The main results of this study are summarized below.

- The in-depth analysis of case-studies proved to be very useful in understanding the behaviour of EFAS forecasts under different hydro-meteorological conditions. They were also essential to the definition of appropriate rules for an objective assessment of EFAS performance over long time periods and on European scale.
- The importance of defining a criterion of persistence in forecasts of consecutive days, together with a criterion of consistency between different forecasts at the same forecast date, for EFAS to flag a possible flooding event was highlighted.
The analysis of gain in preparedness indicate an additional value of EFAS forecasts based on ECMWF EPS weather forecasts for increased preparedness: the study shows an important gain in preparedness, comparatively to deterministic-based forecasts, when considering at least 5 to 15 EPS simulations above EFAS high alert levels to flag a forecasted event. If the forecaster waits for having more than 20 simulations above the flood threshold, the gain is no more relevant (Figure 1).

The comparative analysis of summer and spring periods indicate that forecasts at locations associated with smaller upstream catchment areas (less than 10,000 km²) dominate the results obtained for the summer period (floods caused mainly by heavy rainfalls), while those at bigger areas (between 10,000 km² and 40,000 km²) shape the results for the spring time (floods caused mainly by snowmelt).

An example of the results from the analysis of gain in preparedness for 70 locations in the Danube river basin and for the summer 2005 period is given in Figure 1.

Figure 1: Relative frequency of gain (positive values in X-axes) or loss (negative values in X-axes) in preparedness of EFAS flood forecasts based on EPS when compared to those based on deterministic weather forecasts for a minimum number of EFAS EPS-based simulations above high flood thresholds of a) $N_{th} = 5$ simulations and b) $N_{th} = 20$ simulations. Calculations are based on the analysis of 70 locations in the Danube river basin and the summer 2005 period. X-axes are represented in days of lead time.
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D-PHASE (Demonstration of Probabilistic Hydrological and Atmospheric Simulation of flood Events in the alpine region) is a WWRP (World Weather Research Programme) Forecast Demonstration Project related to the Mesoscale Alpine Programme (MAP). It focuses on the demonstration of, ability and improvement in forecasting (heavy) precipitation events and related flooding in the Alps. In that sense it covers high-resolution numerical modelling, ensemble forecasting, hydrological modelling and Nowcasting, including radar techniques. The actual demonstration period of MAP D-PHASE (DOP), is from June to November 2007, encompassing the ‘classical’ MAP period (September – November) as well as the Convective and Orographically-induced Precipitation Study (COPS) observations programme (June – August). Thus at the time of the HEPEX workshop, the DOP is only one month ‘old’.

The Project will briefly be presented by introducing its goals and scientific environment. Further, we will illustrate on the example of the actual meteorological development what products and possibilities are available in the entire forecasting chain ranging from limited-area ensemble forecasting, high-resolution atmospheric modelling (km-scale), hydrological modelling (including ensemble hydrological modelling), and nowcasting to decision making by the end users, i.e., the entire end-to-end flood forecasting system. First experience from the dry runs (which are not necessarily ‘dry’ in terms of precipitation) as well as from the tests on high-resolution verification (that will be a major undertaking in the aftermath of the DOP – done on MAP cases) will be presented as well.
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Abstract

The quality of medium-range flood forecasting depends strongly on the meteorological forecasting data used to drive the hydrological model. However, numerical weather prediction (NWP) models can contain significant systematic error especially with respect to precipitation leading to an over/under-forecasting of flooding events. A variety of different bias-correction methods exists to remove these systematic errors from the NWP models. In this work we will evaluate the efficiency of a running median bias correction approach for precipitation forecasts. As a first step the bias in the forecast data for a four year time period from 01/2003 to 12/2006 was analyzed using a high-density observing network for the Po river basin. The different leadtimes of the DWD and ECMWF deterministic models were examined and it was found that the over or under representation of precipitation is strongly spatially dependant. Neither a general over/under-forecasting nor seasonal trends could be observed for the precipitation forecasts in the Po river basin.

The spatial and temporal variability of the systematic error requires a bias correction method capable of addressing these aspects. Furthermore, as this method will be applied to a daily operational flood forecasting system, the approach needs to be easy to implement and computationally efficient. Currently, time lengths of 7, 10, 14, 20, and 30 days for the running median bias correction are evaluated using the well-known forecast verification scores. However, as comparing observed precipitation data with forecasts can lead to misinterpretations due to the different spatial scales of the data, the bias-corrected forecasts are furthermore validated using runoff measurements obtained by coupled atmospheric hydrological simulations.
Project Purpose

Scientific Question

What are the advantages and limitations of different methods for extracting information from Numerical Weather Prediction models for the purposes of forecasting streamflow?

Objective(s)

- Identify the space-time scales for which forecast skill is present, for different variables, and develop methods to extract and combine information at different space-time scales
- Identify the atmospheric forecast variables that can be used to provide sub-grid information—for example, wind and humidity output can be used in a statistical model to replicate orographic precipitation processes, and provide local-scale information that is not present in the raw precipitation output [Clark and Hay (2004) have a table that summarizes the frequency that different variables are used in their regression equations].
- Identify of the sample size required to reliably forecast precipitation, temperature, and streamflow, for different thresholds.

Accomplishments

Background

Hydrologic forecast models are highly non-linear. As a result they are very sensitive to biases in the climatology of input forcing, especially precipitation forcing, as well as biases in the spread of ensemble forecasts of input forcing. Because hydrologic models integrate the effects of input forcing in time and space, joint distribution properties of input forcing between different times and places are important. Hydrologic models are also sensitive to covariance properties as well as variance properties of the input forcing. Covariance properties are scale dependent in space and time. Hydrologic sensitivity to bias and variability to input forcing is important for all forecast lead times, including flash flood time scales. It also is important for analyzed forcing used in hydrologic simulation as well as future forcing used in hydrologic forecasting.

There are two fundamental problems in using information from atmospheric forecasts to create input forcing data sets for hydrologic prediction. One is that there is a scale miss-match between the spatial scales at which atmospheric models operate and spatial scales at which hydrologic models operate. Typically atmospheric models operate at larger spatial scales than the computational scale of hydrologic models. As a result variables such as precipitation that are highly variable in both space and time do not have the same variability characteristics as are required by hydrologic models. In addition, the local climatology of atmospheric models typically is biased relative to the observed local climatology. As a result, atmospheric forecasts must be both re-scaled and downscaled to be most useful for hydrologic prediction.

Research on how to assure that forecast information from atmospheric forecast models is used well to create input forcing for hydrologic models is in its infancy. For example, there is a long history of work done to understand the nature of precipitation variability in space and time. But there is a wide gap between that work and the work that is needed to re-scale and downscale precipitation forecasts for hydrologic application.
The work that has been done for this test bed so far has focused on building an initial, “reference” ensemble preprocessor for use by the National Weather Service to create ensemble precipitation and temperature forcing for input to its Ensemble Streamflow Prediction (ESP) system. Much of this work has built on earlier work on this problem (Clark and Hay, 2004; Clark et al., 2004; Werner et al, 2005).

**NWS Ensemble PreProcessor Development**

One of our main accomplishments has been to develop procedures to use ensemble mean precipitation and temperature forecasts from a fixed version of the National Weather Service (NWS) Global Forecast System (GFS) to produce ensemble forcing for input to hydrologic forecast models at the space and time scales at which the models operate. These procedures were implemented in a prototype operational pre-processing system that is running in an experimental mode at the California Nevada River Forecast Center (CNRFC). These preprocessor procedures are part of what is called the “GFS Subsystem”. The GFS Subsystem allow use of both short and medium range single-value forecasts to produce ensemble forecasts for specific hydrologic basin areas. These procedures are operating at several pilot locations at the CNRFC. Earlier versions of the preprocessor that operate only for very short range forecasts are operating at the Arkansas Basin River Forecast Center (ABRFC) and the Middle Atlantic River Forecast Center (MARFC).

An article describing the procedures used in the GFS Subsystem has been submitted for publication in a special issue of the European Geophysical Union’s (EGU) Hydrology and Environmental Sciences (HESS) journal. (Schaake et al, 2006).

These procedures require an historical archive of single-value forecasts and corresponding observations. A fixed version of NCEP’s GFS ensemble forecast system was used by the NOAA Climate Diagnostic Center (now part of the Earth System Research Laboratory (ESRL) as part of the Physical Sciences Division of NOAA’s Office of Ocean and Atmospheric Research (OAR)) to make ensemble reforecasts from 1979 to date (Hamill et al, 2006; Hamill et al, 2004). The reforecast data as well as current forecasts can be found at [http://www.cdc.noaa.gov/reforecast/](http://www.cdc.noaa.gov/reforecast/). These data were used to create an archive of ensemble mean forecasts of precipitation and temperature. The archive of corresponding observations was available for the RFC forecast basin segments at each RFC.

Because atmospheric ensemble forecasts do not reliably estimate the conditional uncertainty (i.e. the spread is typically underestimated), only the ensemble mean forecast is used at the present stage of preprocessor development. Empirical statistical relationships between the single-value forecasts and the corresponding observations are used to account for uncertainty and to control the generation of ensemble members. It was found that the uncertainty in the forecasts depends on the duration of the forecast time window (starting at some lead time after the forecast is created and ending

**Supporting Data Set Development**

In order to encourage potential research community participation in the activities of this test bed, the data sets being used by NWS to develop its preprocessor procedures are available via anonymous ftp. This includes: (i) an archive of GFS ensemble mean forecasts and (ii) an archive of corresponding observations.

Documentation of the supporting data sets is located at [ftp://hydrology.nws.noaa.gov/pub/gcip/hepex/documentation/](ftp://hydrology.nws.noaa.gov/pub/gcip/hepex/documentation/)

**GFS Ensemble mean Forecast Archive**

Historical ensemble mean precipitation and temperature forecasts from the fixed version of NCEP’s GFS ensemble forecast system are located under the directory [ftp://hydrology.nws.noaa.gov/pub/gcip/hepex/gfs_archive/](ftp://hydrology.nws.noaa.gov/pub/gcip/hepex/gfs_archive/). There are separate subdirectories
for precipitation and temperature. In each of these subdirectories there is a file named ensmean.zip that contains the data.
The original GFS ensemble forecast data included 15 members. The forecasts were made once a day at 0000z. Twice daily data values for both precipitation and temperature were given for a 15-day lead time (i.e. 30 values for each member). The forecasts were on a global 2.5 x 2.5 degree grid (144 rows and 73 columns).

The mean forecast data provided in this directory are for a domain that only covers the U. S. There are 300 grid points in this domain. The location of row and column grid point centroids and the corresponding grid element indices in the global grid are given in the file gfs_fcast_data.doc in the HEPEX/documentation/ directory.

The precipitation and temperature directories contain a file for each grid point. There is a record in each file for each forecast day. The date in the forecast record is the date the forecast was created. Precipitation data were aggregated to daily values for the period 12z-12z. (NWS RFC’s operate on a 12z-12z forecast day). So the forecasts are for 14 days. There are 14 precipitation forecast values and 28 temperature forecast values. Precipitation units are mm. Temperature units are degrees Celsius.

Observations Data Archive
Historical 6hr Mean Areal Precipitation (MAP) values for more than 430 U.S. river basins are located in directory ftp://hydrology.nws.noaa.gov/pub/gcip/hepex/gfs_archive/mopex/US_Data/6hr_MAP/z12_z12/ascii/. These river basins are being used in the Model Parameter Estimation Experiment (MOPEX) (Schaaake et al, 2006). The locations of these basins and information about the USGS stream gages are located in the subdirectory gage locations are in /mopex/basin_characteristics/. Documentation about the preparation of the data and availability of all of the MOPEX data can be found in /mopex/documentation/. The date stamp on these data are for the day on which the valid 12z-12z period ends.

Historical mean areal daily precipitation data and max/min temperature data for more than 430 U.S. MOPEX basins are located in directory ftp://hydrology.nws.noaa.gov/pub/gcip/mopex/us_data/us_438_daily. These data are on a local 24hr clock. As a result the daily precipitation data are out of phase with the daily GFS 12z-12z precipitation data. Therefore the 6hr MAP data described above should be used with the GFS precipitation forecasts. But the daily max min temperature data can be correlated with the 12hr GFS temperature forecasts.

Example Results
As explained in section 2.2 above an article describing the procedures used in the GFS Subsystem has been submitted for publication in a special issue of the European Geophysical Union’s (EGU) Hydrology and Environmental Sciences (HESS) journal. (Schaaake et al, 2006). This article presents selected results for an application of the procedures to the North Fork of the American River basin in California. An example result presented in that publication is presented here. Two different sources of precipitation forecasts for lead times out to 5 days were analyzed. These sources were short-term, single-value forecasts produced by the River Forecast Center (RFC) using a wide range of operational forecast guidance products. The other was the ensemble mean forecast of precipitation from a fixed version of the GFS ensemble forecast system.

One of the summary verification statistics used to analyze the results is the continuous rank probability skill score (CRPSS). More about this verification statistic can be found in the paper. But the statistic was applied to each of the two the raw single value forecasts and to ensemble forecasts generated by the EPP for each of them. This was applied to forecasts for 6hr periods out to 5-days (20 periods) plus an additional set of 8 periods were created by accumulating precipitation for different aggregate forecast periods during the 5-day forecast window (see Schaaake et al, 2006). This was applied for re-forecasts made during a 5-year period and for all days of the year. The values of the CRPSS are presented in Figure 1.
below. This figure shows that the CRPSS varies seasonally, with forecast lead time and with length of temporal accumulation (forecast periods 21-28). This figure also shows that the EPP consistently produced better CRPSS values than the input single-value forecast.

![Figure 1: Continuous Rank Probability Skill Score](image)

Fig. 1 Continuous Rank Probability Skill Score: (a) Single-value RFC forecasts, (b) Ensemble forecasts based on RFC single-value forecasts, (c) Single-value GFS forecasts, (d) Ensemble forecasts based on GFS single-value forecasts.

**Future Plans**

- Our future plans include the following:
  - Continued development of the NWS Ensemble PreProcessor
  - Algorithm development
  - Testing of alternative algorithms
  - Collaboration with other testbeds
  - Supporting data set development

**Continued Development of the NWS Ensemble PreProcessor**

Development of the NWS ensemble pre-processor is just beginning. Our strategy has been to keep the pre-processor as simple as possible using existing operational products as input. Our immediate goal is to create an experimental system that could be implemented quickly, be easy to use and that could serve as a basis of comparison for future improvements. Some of the future improvements include:

**Include Long Range Forecasts (8 months) from NCEP’s Climate Forecast System (CFS)**

Work on this is under way. It will extend the forecast lead time from 14 days to about 8 months. It will use an ensemble mean forecast from the CFS forecast system. It will be possible to run the pre-processor as frequently as every day.

**Gridded EPP**

The initial EPP produces ensemble forcing for hydrologic basins directly from the input atmospheric forecast input. This makes it difficult to consider the spatial scale dependent uncertainty in the forecasts. And it means that EPP parameters must be estimated separately for each hydrologic forecast segment. An alternative approach would be to produce gridded ensemble forcing and then process the grids to create the hydrologic segment forcing. We are beginning to work on this.
**Additional Algorithms**
The initial algorithms were chosen because they were simple, parsimonious with parameters that could be estimated with limited data, even for arid areas. Potentially better algorithms might include: explicit estimation of the probability of precipitation, analog techniques, alternative scale dependency procedures, procedures to use individual members from the atmospheric ensemble forecasts to account for the conditional uncertainty (existing procedures produce the same uncertainty for a given day of the year that is independent of uncertainty estimates available the atmospheric forecast information for that day), procedures to integrate information from multiple forecast models and procedures to integrate long-range empirical statistical forecast information. More careful attention needs to be given to the definition of the probability of precipitation as a function of space and time scale and for precipitation observations/analyses vs precipitation forecasts and to the uncertainty inherent in estimation of the occurrence of precipitation from observations.

**Verification Statistics**
We plan to work toward having a unified suite of verification statistics that include summary statistics as well as diagnostic statistics such as found in reliability diagrams and in statistics decompositions that measure effects of bias, resolution and climatological uncertainty. We expect to make progress on this during the coming year.

**Forecaster Options**
We plan to consider the possible ways in which the forecaster might control the operation of the EPP. This might include real time control of EPP options, real time diagnostic information about EPP output and possible forecaster over-ride of EPP output.

**Algorithm Development**
We will continue to monitor work being done by the international meteorological and hydrological communities on new algorithms.

**Testing of Alternative Algorithms**
It is essential that we work to evaluate alternative algorithms and compare alternative algorithms with each other. Ideally this would be done using a common data base and using common metrics. In the near term, the testbed project will do this for algorithms that are being considered for use in the NWS EPP. In the longer run it may be desirable to have a HEPEX intercomparison of alternative EPP algorithms. We plan to pursue this idea first though possible collaboration with other testbeds. But an intercomparison project involving the broader meteorological and hydrological community might be desirable. This is a topic that could be discussed at the 3rd HEPEX workshop in June, 2007.

**Collaboration with other Testbeds**
Most of the HEPEX testbeds are using procedures to pre-process atmospheric forecasts before using them as input to their hydrological forecast models. A range of procedures are being used. Some test-beds are developing innovative new and sophisticated procedures. Others are using very basic procedures. In the future we hope to develop plans to test some of these procedures. We also hope to see if any of the work being done by this test-bed would be useful in other testbeds.

**Supporting Data Set Development**
We will continue to make data sets that are being used for the development and application of the NWS EPP available to the science community. We are looking forward to working with the WWRP/THORPEX/TIGGEE project to test ensemble forecasts that will be produced by that project. And we look forward to being able to include long range forecasts.
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Abstract
The HEPEX community is not only interested in the generation of ensemble forecasts, but also in their optimal use. This has led to research questions such as the assessment of user needs or the user's decision making under uncertainty. They can also be viewed as classical research questions within the social sciences. Therefore, HEPEX might benefit from such expertise. However, collaborations with social scientists can be quite difficult, especially if the partners are not prepared for the interdisciplinary challenge. The WAS*IS initiative aims to overcome this barrier and has been establishing a network of meteorologists and social scientists. Within WAS*IS, many user-related questions are already being discussed. Therefore, the WAS*IS network could be a very useful guide to HEPEX in approaching research questions involving the forecast user.

1. Recalling the HEPEX Objectives
Part of the HEPEX mission is to "demonstrate how to produce reliable hydrological ensemble predictions that can be used with confidence by emergency management and water resources sectors to make decisions that have important consequences for economy, public health and safety" (http://hydis8.eng.uci.edu/hepex/). Therefore, HEPEX is not only looking into the generation of ensemble predictions, but also into their optimal use and their socio-economic benefit. This is also well reflected in many HEPEX workshop discussions which focus on the diversity of user needs, on the communication of uncertainty, on the user's decision making process and on risk assessment.

2. How do HEPEX Objectives Relate to Social Sciences?
Within the social sciences, the above-named topics can be viewed as classical research questions. For example, the social sciences have gained rich experience in assessing needs and preferences of certain groups. Psychologists and economists have been extensively looking into "decision making under uncertainty". Geographers have been looking into "risk assessment" and they clearly distinguish between exposure, vulnerability, hazard and risk.

To carry out a more efficient and scientifically sound analysis of user-related questions within HEPEX, it might be well worth to benefit from social science expertise. Even if hydrometeorologists have already carried out valuable research on users' needs and preferences, typical pitfalls are probably less obvious to a hydrometeorologist than to an experienced social scientist. For example, a hydrometeorologist might not be able to see the reason why his survey receives only little response or why nearly all responses vote for a forecast product which is the status quo (cf. National Research Council, 2006, Chapter 2.4.1., "Problems with Existing Assessments of User Needs").

3. Difficulties of Collaboration
According to my impression, collaboration between hydrometeorologists and social scientists is not simple. To begin with, a hydrometeorologist might not even realize that some of his research questions could benefit from social science expertise. Due to the missing network between hydrometeorology and social sciences, he might also not know whom to contact within the social science community. Furthermore, he might not be familiar with the scientific language of the social scientist and it might take some effort until the problem definition is

5 Hydrometeorologists = Hydrologists and/or Meteorologists
clear to both partners. Additionally, the hydrometeorologist might feel uncomfortable with the approach of the social scientist, because the social scientist would probably look at the problem from a very different angle.

If the hydrometeorologist and the social scientist are not prepared for these roadblocks, the collaboration can result in frustration or even failure. It can be discouraging to realize how much time and endurance it takes to bridge the gap between the two disciplines within a project.

4. What is WAS*IS?
WAS*IS is an initiative to overcome the barriers between meteorologists and social scientists. An overall aim of WAS*IS is to help the meteorological community better understand weather-society interactions, improve the effective communication of weather information and increase its socio-economic benefit. In fact, WAS*IS has the vision of fully integrating social science into meteorology. Working toward this vision is a long-term process. The first step consists in capacity building.

The primary mechanism is through workshops. So far, there have been 5 WAS*IS Workshops and 146 participants. The participants come from a variety of disciplines such as hydrology, meteorology, communication, economics, psychology, geography and sociology. The workshops raise awareness for the interplay of the various disciplines and encourage the participants to form an interdisciplinary community and to initiate specific projects together. Furthermore, the workshops give an introduction to various concepts, tools and literature which fit into the weather-society intersection: assessment of user needs and user behaviour, qualitative and quantitative data-collection techniques (surveys, focus groups, interviews), communication to lay-publics, communication of forecast uncertainty information, risk assessment, risk perception, decision-making, decision support systems, possible applications of economics. More information on WAS*IS can be found in (Demuth et al., 2007b) and on the web: http://www.sip.ucar.edu/wasis/

Various interdisciplinary projects have been successfully initiated since. One of them is especially interesting for HEPEX, because it relates to the communication of uncertainty. The project conducts a survey of the U.S. public which assesses the public's understanding, use, and perception of weather forecast uncertainty information (Demuth et al., 2007a).

5. Is WAS*IS relevant to HEPEX?
The aim of WAS*IS is similar to one of the HEPEX objectives, in the sense that both initiatives would like to enable users to make better decisions associated with weather and/or water. Since HEPEX does care about the optimal use of ensemble systems, HEPEX is also dealing with questions of users' needs and preferences, communication of uncertainty, decision making and risk assessment.
Within WAS*IS, these questions are already being discussed and tackled. The WAS*IS approach has taken the step to recognize the benefit from existing expertise in the social sciences and has already been establishing a growing network of social scientists, weather experts and practitioners. This could serve as a very useful guide to HEPEX when approaching user-related research.
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Introduction
Over the last decades several severe floods with a trans-national dimension have taken place in Europe. The European Environmental Agency estimated that floods in Europe between 1998 and 2002 caused about 700 deaths, the displacement of about half a million people and at least 25 billion euros in insured economic losses (EEA, 2003). In 2005 wide spread and repeated flooding was again observed in several tributaries to the Danube river basin, particularly in Switzerland and Austria as well as in the lower Danube countries such as Romania and Bulgaria. And only one year later, in spring 2006, record floods hit again the Elbe and Danube.

The European Flood Alert System (EFAS) addresses floods on European scale by increasing preparedness for large floods from the typical 1-3 days to 4-10 days. Drawing experience from previous research results (Gouweleeuw et al., 2005), the project started in 2003 with the development of a prototype which is being built at the European Commission Joint Research Centre (JRC) in close collaboration with the national hydrological and meteorological services. EFAS information are distributed to flood experts and not the general public.

In EFAS the longer flood warning times are achieved by incorporating medium-range weather ensemble forecasts into the flood predictions. Although by definition probabilistic information is associated with uncertainty - and the longer the leadtimes the higher the uncertainty becomes -, the information is still beneficial for the hydrological services because they are aware that a certain possibility for a flood event in the near future exists. Such information can lead to the discussion of likely flood scenarios, adapting work schedules and enhanced monitoring of the meteorological and hydrological conditions over the coming days. Should subsequent forecasts not confirm the previous alert, the forecasting offices go back to business-as-usual routine. In the opposite case, however, the flood forecasters can start off with a better preparation and knowledge what to do and gain time when analysing their own short-term – and more precise – forecasts. The level of stress in the forecasting centres would be reduced. Research has shown that the negative effects of stress on decision making under time pressure and fatigue due to overwork in the operational centres during a flood event should not be underestimated (Kowaski-Trakofler et al., 2003, Paton and Flin 1999).

EFAS set-up
The hydrological model used by EFAS is called LISFLOOD and has been specifically designed for simulation of rainfall-runoff processes in large river catchments (de Roo, 1999, van der Knijff and de Roo, 2005). The model can be characterised as a hybrid between conceptual and physical model combined with a routing module in the channel. The Pan-European EFAS is set-up on a 5km grid while for the pilot catchments Elbe and Danube the model is set-up also on a 1km grid.

EFAS uses observed meteorological station data for calibration and to simulate the discharge at the beginning of the flood forecasts. Currently EFAS has access to meteorological observations from about 2000 stations across Europe, but the station density varies greatly from country to country. Weather forecasts are provided by the European Centre for Medium-Range Weather Forecasting (ECMWF- 10 day forecasts) and by the Deutsche Wetterdienst
Methodology

Threshold exceedance

In order to make a flood forecast a decision making element needs to be incorporated: is the discharge going to exceed a critical threshold or not? For the development of the EFAS prototype the determination of the critical thresholds is crucial, in particular since they cannot be derived directly from observations, because first, information on steering rules for lakes, reservoirs, polders or any other measures are not yet available on European scale, and it is unlikely that they will ever be available in sufficient detail. Second, EFAS uses the LISFLOOD model with a regular grid structure and critical values should be determined at every model grid point. As observations they are, however, only available at selected gauging stations.

To tackle these problems a model consistent approach is proposed. First, a long time series simulation based on observed meteorological data is calculated with LISFLOOD. Then the discharges from the long-term time series are evaluated statistically for threshold values, e.g. for return periods or quantiles. Recent results are indicating that due to the relatively short time series for which reliable meteorological data are available - currently from 1995 to 2006 – the quantile approach seems to be the more reliable one. Discharges are ranked from highest to lowest and certain cut-off percentiles are chosen as thresholds.

The major advantage of this approach is that any systematic over- or under-prediction of the model is compensated for. For EFAS four alert thresholds are chosen, severe, high, medium and low, corresponding to the highest discharge simulated over the 16 year period (1990-2006), the 99% quantile (99% of all discharges are lower than this value), the 98% and 97% quantiles. The thresholds are colour coded with an extended traffic light scheme with purple (Severe), Red (High), Yellow (Medium) and Green (Low).

Persistence

EFAS is aimed at large fluvial floods caused by either widespread severe precipitation, combined rainfall with snowmelt processes or prolonged rainfalls of medium intensity. These type of severe events build up over several days and as the event approaches the meteorological models should pick it up not only once but also in the subsequent days. Therefore EFAS has introduced the principle of temporal "persistence" into its forecasts: only if in 3 consecutive 12-hourly forecasts the discharges in a river pixel exceed the EFAS high or EFAS severe flood threshold, the pixel is flagged at risk of flooding. Although persistence reduced the effective leadtime it reduced considerably the number of false alerts.

Persistence is also calculated for different EPS bins: the possibility of a flood event is only considered if at least n EPS exceeded a threshold in the previous forecast and at least n EPS today. When calculating skill scores, e.g. the Brier Skill Score (BSS), the impact of the persistence becomes apparent throughout all leadtimes. Figure 1 illustrates the BSS for a 2 years analysis of all pixels across Europe. With a 5 EPS persistence the relative frequency for BSS > 0.4 increase considerably as compared to considering no persistence.
The calculation of persistence can quickly become complex when the flood forecasts are based on different weather forecasts. It happens, for example, that a pixel exceeds a threshold today based on the DWD weather forecasts and exceeded it in the previous forecast but based on ECMWF deterministic forecasts only.

**Visualisation of EFAS results for forecasters and end-users**

EFAS results are presented to a large number of different hydrological services of different countries as additional information. It is therefore important that the presentation of the EFAS results is clear, not confusing, and does not leave room for interpretation. This is particularly important for the probabilistic results. At the same time the information must be concise and based on little text as possible: EFAS information is distributed in English which is in the majority of the receiving forecasters not their native language.

Overview maps are produced for the individual weather forecasts and also for EPS. While for the deterministic forecasts the exceedance of thresholds are colour coded, for the EPS the number of EPS exceeding the EFAS high and severe alert are plotted (Thielen et al., 2006).

In addition to the spatial overview temporal information is needed. Simple visualisation of all hydrographs, so called spaghetti plots, have quickly been rejected because the information is too confusing and difficult to interpret. During a workshop aimed at discussing the use of ensembles in operational forecasting (Thielen et al., 2005), one end-user referred to the spaghetti plots as “noise”. Standard box-plots diagrams synthesise the information and allow the visualisation of multi-hydrographs in one plot. However, EFAS results are simplified even more as illustrated in Figure 2. For each deterministic weather forecast the highest threshold exceeded at a particular day is colour coded in a box. For the EPS the number of EPS based forecasts exceeding the EFAS High (HAL) and Severe (SAL) thresholds are written into the box and also colour coded. The advantage of this representation is that persistence of forecasts at this point can easily be visualised (Figure 3), also for the probabilistic forecasts. Statistical analysis of 25 months of EFAS forecast data suggest that by accounting a persistence criterium of 10-15 EPS reduces the uncertainty considerably.
Results
EFAS is running pre-operationally including EPS based forecasts since summer 2005. During the initial 2 year pre-operational test phase the system clearly demonstrated its potential. Figure 4 illustrates the spatial distribution of Brier Skill score from a 25 months analysis of operational EFAS forecasts (Jan 2005-Feb 2007) when taking into account a persistence of 5 EPS (left) and a persistence of 20 EPS (right).

In depth statistical analysis is currently ongoing on the EFAS results. Methods of automating different persistent rules into the forecasts are being developed. At the same time studies are ongoing to exchange the current simplistic counting of EPS above threshold out of the total number into true probability information at each river pixel.
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For many years, hydrologists have debated the appropriateness of using data driven models as opposed to physically based models for flood forecasting and, in particular, for real time flood forecasting. More recently, several tentative have been made for combining the forecasts given by different types of models, by means of Bayesian weighting (Raftery et al., 2003; 2005).

In this paper a new approach is presented that combines the different models in terms of the conditional predictive probability. Following the work of Krzysztofowicz (1999), by taking advantage of the Normal Quantile Transform (Van der Waerden, 1952; 1953a; 1953b; Kelly and Krzysztofowicz, 1997), one can transform the observations, namely the predictand \( y \), as well as each of the \( n \) model predictions \( \hat{y}_i \), \( i = 1, \ldots, n \) into a Normal space where one obtains the images of the observations and the models predictions, respectively denoted as \( \eta \) and \( \hat{\eta}_i \), \( i = 1, \ldots, n \). The joint distribution of these variables can be assumed approximately normal.

From the joint distribution it is then possible to derive the conditional distribution \( \varphi_1(\eta_i \mid \hat{\eta}_i, i = 1, \ldots, n) \) using the property of the multivariate Normal distribution. The conditional distribution is a Normal distribution and it is easy to calculate his mean and his variance only by estimating the correlation coefficients \( \rho \) among the different vectors, namely \( \rho_{y_{i-1},\hat{y}_i}, \rho_{y_{i-2},\hat{y}_i}, \ldots, \rho_{y_{i-1},\hat{y}_i}, \rho_{\hat{y}_{i-1},\hat{y}_i}, \ldots, \rho_{\hat{y}_{i-1},\hat{y}_i}, \ldots \).

The following step is to obtain the conditional distribution in the real world, namely predictive probability \( f(y_i \mid \hat{y}_{i-1}, \hat{y}_{i-2}, \ldots, \hat{y}_n) \); this distribution represents the probability of observing the predictand given the different model output. Knowing the conditional distribution it is possible calculate the conditional expected value and its variance.

This approach differs from the Bayesian processor proposed by Krzysztofowicz (1999), which implies the independence of the data driven model forecast (in that case a lag-one auto-regressive model) from the physically based model forecast. As a matter of fact, although the different model forecasts are issued independently, they cannot be statistically independent, given that they all aim at representing the same quantity, the predictand, with which they inevitably are correlated.

The approach was tested in two cases. The first one, a real time flood forecasting problem on the Po river in Italy, is based on the combination of a physically based flood routing model (PAB – Todini and Bossi, 1986) and a Nearest Neighbour approach (Yakowitz, 1987; Yakowitz and Karlsson 1987, Todini, 1999). The second one is a real time flood forecasting for the Parma river based on the combination of a physically based hydrological model, the TOPKAPI, (Todini, 1995; Todini and Ciarapica, 2002; Liu and Todini, 2002), and a Data Driven Model, namely an Artificial Neural Network model (Corani and Guariso, 2002; Garcia-Bartual, 2002; Hsu et al., 1993).

In both cases the results have underlined the obtainable improvements with respect to the Krzysztofowicz (1999) approach. This is quite evident in the case of the 36 hours in advance forecast for the Po river at Pontelagoscuro. Not only the bias is fully eliminated (Fig. 1) but the predictive uncertainty is further reduced (Fig. 2).
Figure 1 – Forecasting error bias for the 12, 24 and 36 hours in advance forecasts. Physically based forecasting model (black), Krzysztofowicz and Kelly Bayesian processor (red), bivariate Normal (blue), Nearest Neighbour and tri-variate Normal (green).

Figure 2 – Forecasting error variance for the 12, 24 and 36 hours in advance forecasts. Physically based forecasting model (black), Krzysztofowicz and Kelly Bayesian processor (red), bi-variate Normal (blue), Nearest Neighbour and tri-variate Normal (green).

Figure 3 – Comparison of observed water levels (black) with the 36 hours in advance hydraulic model forecasts (blue) and the 36 hours in advance conditional expected values (green) ±2σ limits (red)

The case of the Parma river allows to show how the combination of the different models enables to improve the robustness of the forecasts: on the one hand the physical model
forecast is improved by the ANN, while, on the other hand, the ANN inherent forecasting instabilities are eliminated by the use of the hydrological physically based model. While the bias and the error variance of the combination remain the same of the ANN, as can be seen from Fig. 4 the large instability present in the ANN is eliminated by the Bayesian combination.

![Graph showing discharge over time](image)

**Figure 4** – Comparison of the observed flow (blue) with 6 hours in advance forecasts using the ANN approach (black); the expected future value conditional on the ANN forecast (green); the expected future value conditional on both the ANN and the TOPKAPI forecasts.

All the obtained results suggest that it is worthwhile pursuing the extension of the proposed approach to include quantitative meteorological precipitation forecasts for extending the flood forecasting horizon.
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Abstract
The NOAA National Weather Service (NWS) has 13 River Forecast Centers providing daily stream flow forecasts through their River Forecast Systems (RFS) throughout the U.S. to address a range of issues, including peak and low flow predictions as well as river floods and flash floods. Quantifying the RFS hydrologic prediction uncertainty is a primary need for NWS RFCs to identify the risk associated with the predictions and to identify areas of needed improvement. We plan to address this challenge by exploring multi-model ensemble initialization, calibration and constraint (data assimilation) within the NASA Land Information System (LIS). By enhancing LIS’s calibration and data assimilation tools for multi-model ensemble application, and including multi-model ensemble channel routing, we will enable a platform for improved NWSRFS ensemble streamflow predictions. This project partially builds on an ongoing NASA - NOAA activity integrating the NOAA Sacramento and Snow-17 models into LIS. An end goal of this planned work is to use the LIS multi-model data assimilation and data integration capability in conjunction with NOAA Office of Hydrology Development (OHD) hydrologic prediction expertise to study ensemble hydrologic predictions for selected NOAA and HEPEX test beds.

1. Introduction
A critical NOAA National Weather Service (NWS) mission is to produce forecasts for the US rivers. The NWS employs the River Forecast System (NWSRFS) at 13 River Forecast Centers (RFCs) to provide stream flow/stage forecasts on a daily to long term basis for more than 4000 points nationwide. A foremost goal of the NOAA NWS is to improve the prediction of high and low (and drought) streamflow conditions which impact water allocation for irrigation, public consumption and recreation, endangered species, and hydropower. This goal also drives the NOAA NWS Office of Hydrology (OHD), which was established to research and test activities centrally before transfer to NOAA/NWS field offices. However, there are numerous sources of variability which complicate streamflow prediction, including 1) errors in the estimation of forecast precipitation and other forcing variables, 2) uncertainties in hydrologic forecast initial conditions (e.g. dry vs. wet soils, snow pack properties, etc.), and 3) hydrologic model physics and model parameters.

One of the leading approaches for reducing the uncertainties associated with hydrologic prediction is through the use of "ensemble forecasts", where the traditional single prediction of a most likely forecast event, is replaced by an ensemble of models and forecast uncertainties (e.g., Franz et al. 2005, Buizza et al. 2005). In the ensemble approach, the production of a realistic range of initial conditions and the reduction of overall uncertainty in the resulting hydrologic predictions are both key goals (Schaaake et al. 2005). This work is also towards working with the international community of researchers, water and forecast center workers to advance hydrologic forecasts through the Hydrologic Ensemble Prediction Experiment (HEPEx).
We plan to address this challenge by exploring multi-model ensemble initialization, calibration and constraint (data assimilation) within the Land Information System (LIS). The work described in this Abstract is towards a tentatively approved, future project to be supported by NOAA CPPA and NASA. The primary goal is to enhance the LIS calibration and data assimilation tools for multi-model ensemble application, and includes multi-model ensemble channel routing, and will enable a platform for improved NWSRFS ensemble streamflow predictions. We plan to improve hydrological forecast ensembles (< 15-days) through data assimilation of NASA satellite products and the implementation of multi-objective calibrations of hydrologic model parameters. We further plan to develop, apply and validate NASA LIS-derived ensemble hydrological predictions of up to 15 days with application and validation through collaborative work with the HEPEX Great Lakes Test Bed (PI: Vince Fortin, http://hydis8.eng.uci.edu/hepex/testbeds/GreatLakes.htm) and the emerging NOAA NWS OHD Core Project Hydrological Test Bed watersheds in the Sierra-Nevada.

2. Current Work
Previous and ongoing work described below will provide the foundation for the tentatively approved project work described in this paper.

Land Information System
Utilized extensively in ongoing research, the recently developed, NASA Land Information System (LIS; Kumar et al., 2006) unifies and extends the capabilities of the ¼ degree Global Land Data Assimilation System (GLDAS) and the 1/8 degree North American LDAS (NLDAS) in a common software framework (see http://lis.gsfc.nasa.gov and http://ldas.gsfc.nasa.gov). It is capable of ensemble land surface modeling on points, regions or the globe at spatial resolutions from 2x2.5 degrees down to 1km. The 1km capability of LIS allows it to take advantage of the latest EOS-era observations, such as MODIS leaf area index and surface temperature, at their full resolution. The hallmark of LIS is its object-oriented software engineering design and integrated high performance computing and communications technologies that enable high-resolution ensemble land surface modeling. Examples of this design include the current LIS "plugins" for land surface models, meteorological inputs, parameters and grids/domains, which allow users to implement new functionality in any one area without affecting the rest of the code. This object-oriented design also makes LIS the ideal testbed for the development and implementation of a comprehensive model-independent, land data assimilation framework that is the subject of this work. LIS has also adopted other Earth system modeling standards and conventions, such as the Earth System Modeling Framework (ESMF) and Assistance for Land Modeling Activities (ALMA). By conforming to the standards laid out by ESMF and ALMA, LIS provides the mechanism for integrating the data assimilation framework developed in this effort with other Earth system modeling activities. These capabilities of LIS have resulted in NOAA NCEP and Air Force Weather Agency (AFWA) to incorporate LIS in to their operational framework with similar potential for NOAA OHD and RFCs.

North American LDAS
With strong parallels between this research and the North American LDAS project, skills gained in the NLDAS project and software used to construct the NLDAS system will be of central importance to this planned research. NLDAS provides experience in performing real-time and retrospective land surface simulations, in producing forcing data sets, in validating and intercomparing model output, and in managing data dissemination systems. NLDAS has been the basis for a wide range of domestic and international conference presentations and journal papers. In particular, 10 NLDAS articles have been published in a special issue of JGR. Including an overview (Mitchell et. al, 2004), and focusing on topics ranging from NLDAS forcing (Cosgrove et al., 2004a) to model spin-up behavior (Cosgrove et al., 2004b), these papers with others in the special journal have served as the foundation of many research projects currently underway in the land surface modeling community.

NLDAS project work will provide much of the infrastructure and knowledge necessary to successfully complete the planned research. A joint project with NOAA NCEP is examining...
the effect on NWP model forecast accuracy of initialization with offline land surface conditions. Current simulations illustrate the strong link between land surface conditions and the atmosphere, and demonstrate the positive impact that initialization of the Eta NWP model with LIS land surface conditions has on NWP forecasts of temperature, wind, and humidity. NLDAS related projects make extensive use of the LIS modeling system, which serves as a foundation for conducting the planned ensemble simulations.

Evaluation of LDAS and NARR Water Budget Data for Water Resources
The joint analysis of independent North American Regional Reanalysis (NARR) data, NLDAS data and in-situ measurements provides a unique look at the water and energy flux estimation from different model approaches (Dong et al. 2007, Toll et al. 2005 and Toll et al. 2006). Current US test sites include the CEOP 3-4 and Oklahoma Mesonet in the Southern Great Plains and also the Middle Rio Grande in New Mexico. Work to date has emphasized analysis of surface water and heat flux errors with analyses of approaches to reduce errors. This includes 1) correction of land cover; 2) analysis and modification of the surface albedo, 3) modification of the land surface model physics; 4) assimilation of in situ forcing to LSMs; and 5) model calibrations for the selected watersheds.

NOAA-NASA NWSRFS Project Using NASA Products
The planned work for this activity, builds on current work with NASA, NOAA OHD and GMU CREW to improve NOAA/NWS River Forecast Systems (NWSRFS) decision support. The overarching goal of the planned work is the demonstration of improved accuracy in runoff, flow, flood and snow monitoring and simulation from the combination of NASA satellite date and NASA LIS modeling information and infrastructure with operational NWSRFS decision support tools. The project work is currently being conducted in 3-phases. Phase 1, NASA/MSFC and NOAA/NWS/OHD researchers are using MODIS cloud cover products to improve potential evaporation estimates. Phase 2 leverages ongoing NOAA and NASA/GSFC collaboration for integration of NASA LIS and NWSRFS components and the estimation of snowpack from NASA satellite data in to the SAC/Snow-17 models. Phase 3 of the project will benchmark the Phase 1 radiation product in conjunction with the Phase 2 snow product.

3. Expected Results
The primary contribution of this planned and approved project will be the development and analysis of a LIS-based system to provide ensemble hydrologic predictions (through 15 days) with a strong emphasis on streamflow predictions. However, other hydrologic forecast fields will also be available, including soil moisture, evapotranspiration and surface heat fluxes. The NASA LIS system is currently being used in a research mode by NOAA NWS NCEP with plans for an operational implementation in the near future. This LIS-based system will permit NOAA to intercompare hydrologic predictions between models under NOAA development (Noah and SAC-SMA/SNOW-17) against the performance of other land-hydrology models (USGS PRMS, NASA Catchment, and Princeton Univ. – U. Washington VIC). Also, a hypothesis for evaluation is that the five-model LIS ensemble hydrologic predictions (each forced with an ensemble of forcing data) may provide more reliable estimates than single-model ensemble forecasts. We also plan to leverage the strengths of NASA/GSFC/Hydrological Sciences Branch and GMU/CREW through further developing and evaluating the LIS Ensemble Kalman filtering tool box as applied to NASA MODIS snow cover and AMSR-E SWE and soil moisture. This data assimilation system can also be adapted for inclusion of NWSRFS in-situ point data such as streamflow and soil moisture data. Also, a significant leveraging of NASA collaborative work with Luis Bastidas (Utah State University) should result in the implementation and testing of multi-objective parameter estimate routines that will reduce uncertainties to the land-hydrology models predictions.
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Abstract
As part of a research project aimed to improve short- and long-term flow forecasts used in the operational planning of Brazilian hydroelectric power systems, a large-scale distributed hydrological model has been used in combination with observed and predicted precipitation data. This paper summarizes some results obtained at Rio Grande Watershed (145 000 km²), one of the HEPEX test beds. Quantitative precipitation forecasts were provided by regional ETA model and by CPTEC global model, respectively, for short- and long-term forecasts. In the latter, a 9-member ensemble forecast was used. For short-term (time horizon up to 12 days), quality of flow forecasts obtained shows that this methodology could clearly improve operational planning of the hydroelectric reservoirs of Rio Grande watershed. Meanwhile, long-term flow forecasts (time horizon up to 6 months) were satisfactory but still require improvement on the climate forecast.

1. Introduction
In Brazil, hydropower accounts for up to 83% of the total electrical energy production (ANEEL, 2005). An interconnected national transmission network allows the integrated management of the energy produced in hydroelectric dams and others sources by the national system operator (ONS). The decision making process is achieved taking into account the use of optimization models which are strongly dependent on the forecast of energy load and water availability. Currently, flow forecasts are determined using stochastic models based on precipitation and streamflow time series.

As part of a research project aimed to improve short- and long-term flow forecasts used in the operational planning of Brazilian hydroelectric power systems, a large-scale distributed hydrological model has been used in combination with observed and predicted precipitation data. This paper summarizes results obtained for short- and long-term flow forecasting in Rio Grande watershed, one of the test beds of the Hydrologic Ensemble Prediction Experiment (HEPEX).

For short-term flow forecasts, observed streamflow data up to the time of forecast issue were used to update state variables calculated by the model, using an empirical data assimilation procedure. Quantitative precipitation forecasts (QPF) for 10 days in advance are used, provided by the regional ETA model from the Brazilian Center for Weather Prediction (CPTEC).

For long-term flow forecasts, QPF were produced by CPTEC using the AGCM global atmospheric model (Cavalcanti et al., 2002; Marengo et al., 2005), for up to 6 months in advance. An ensemble of 9 flow forecasts was obtained based on the ensemble of precipitation forecasts.

2. Methodology
2.1 Rio Grande watershed
The Rio Grande is the main tributary of the River Paraná in its upper basin (Fig. 1), drains an area of about 145000 km² and is used extensively for hydropower generation. In total, the Rio Grande watershed has an installed capacity of about 7722 MW, which corresponds to approximately 11.7% of the Brazilian total (ANEEL, 2005).
2.2 Distributed hydrological model
The hydrological model used was the MGB-IPH large-scale model, which consists of modules for calculating the soil water budget, evapotranspiration, flow propagation inside a cell, and flow routing through the drainage network (Collischonn et al., 2007; Allasia et al., 2005). The drainage basin is divided into square grid cells connected by channels, and each cell is composed by three reservoirs (groundwater, surface, and subsurface water). The model was calibrated by changing values of parameters while maintaining relations between land use and parameter values (Collischonn et al., 2007). The multi-objective MOCOM-UA optimization algorithm (Yapo et al., 1998) was used, with three objective-functions: volume bias; Nash-Sutcliffe model efficiency for streamflow and for the logarithms of streamflow.

2.3 Short-term forecast
Quantitative precipitation forecasts were obtained for a time horizon from 1 to 10 days, with a horizontal resolution of about 40 km, from the regional ETA model which is being run operationally by CPTEC (Chou, 1996; Chou et al., 2000). These daily forecasts were produced at weekly intervals and issued every Wednesday, extending from January 1996 to November 2001.
Following the QPF of ETA model, flow forecasts were also calculated on a weekly basis, beginning every Wednesday. The time horizon for flow forecasts extended to 12 days ahead, according to the following procedure: (a) the hydrologic model runs in simulation mode using observed rainfall up to the instant at which rainfall forecasts are issued; (b) observed and calculated flows are compared during a warm up period prior to flow forecast issue and an empirical data assimilation procedure is employed to update model state variables; (c) forecasts of flow are calculated for the next 10 days, using the rainfall forecasts from the ETA model, interpolated to the grid-points of the hydrologic model; (d) flow forecasts for the last 2 days are calculated, assuming that there is no further rainfall.
The scenario of perfect precipitation forecast (i.e. considering observed rainfall as forecast) was also considered to assess flow forecasting efficiency unaffected by errors or uncertainties in rainfall forecast (Duckstein et al., 1985; Goswami et al., 2005). The empirical updating procedure consists of applying correction factors to update streamflow along river network and water content in the groundwater reservoir in each model cell (Collischonn et al., 2005; Paz et al., 2007). Weighting factors are used to damp out the correction far upstream from the gauging stations.

2.4 Long-term forecast
The long-term rainfall forecasts provided by CPTEC’s AGCM model were obtained using persisting SST (sea surface temperature) anomalies and 9 initial conditions (an ensemble of 9 forecasts), for a time horizon up to 6 months. Daily forecasts for the period July 1997 to March 2003 with a spatial resolution of approximately 200 km and 28 layers in the vertical were available. A statistical technique based on a transformation of the probability distribution (Hay and Clark, 2003; Wood et al., 2002) was used to correct systematic errors in rainfall forecast,
considering the probability distributions of observed rainfall and of model climatology (period 1951-2001).

Long-term flow-forecasting uses rainfall forecasts from CPTEC’s AGCM model interpolated to the model grid-points and begin on the first day of each month, extending for the following six months. Up to the last day before forecasts begin, the hydrologic model is run using observed rainfall data. Each member of rainfall ensemble forecast produces a different flow forecast, thus resulting in a 9-member flow ensemble forecast. Again, the scenario of perfect precipitation forecast was also considered.

3. Results
Hydrological model parameters were calibrated for each sub-catchment, and in both calibration and verification the values obtained for NS and NSlog coefficients were about 0.9 in all but one of them. Values of volume bias were also acceptable, with values less than 0.05% during calibration and less than 7% at validation. In the following sections are presented some general results of short- and long-term flow forecast, respectively, at the outlets of Água Vermelha (139000 km²) and Furnas (52000 km²) catchments, where are located two of the main hydropower installations of Rio Grande watershed.

3.1 Short-term forecast
For short-term flow forecasting, several configurations of the empirical data assimilation procedure were tested, varying the parameter values of such procedure (Paz et al., 2007). In general, the results showed that updating of flow in the river drainage was not important for daily forecasts at Rio Grande watershed, due to the relatively rapid response of the basin and low frequency of observations (one daily). On the other hand, the update of water content in the groundwater reservoir in each cell significantly improved the quality of flow forecasts. Figure 2 shows results at the outlet of Água Vermelha catchment, using the QPF produced by ETA model (Fig. 2-a) and perfect precipitation forecast (Fig. 2-b). In each graph, the colored traces are consecutive forecasts issued on each Wednesday, for a time horizon up to 12 days. These results were obtained using the best set of updating parameters among those tested, as presented in Paz et al. (2007). The results are relatively good in the sense that the reasonable suitability to forecast the rising and falling of the hydrograph would be very useful to improve the hydroelectric system operational management. In comparison with the stochastic model currently used by ONS (Guilhon, 2007), the combination of climate and hydrologic models lead to a reduction by 10% in the error of the flow forecast at the fourth lead time, and by 20% in the error considering the average of forecast values issued for lead times fourth to ten (Bravo et al., 2007).

![Figure 2](image.png)

**Figure 2** – Short-term flow forecast at the outlet of Água Vermelha catchment using QPF of ETA model (a) and perfect precipitation forecast (b).

3.2 Long-term forecast
Some results of the long-term ensemble flow forecast at the outlet of Furnas catchment are shown in Figure 3. The 6 graphs in this figure correspond to consecutive forecasts, each of them issued on the first day of a month (indicated by the narrow) and extending for the following 6 months. In each graph, the grey band represents the interval between the highest and lowest flow forecasts obtained from the ensemble of rainfall forecasts, while the black line is the mean of the forecasts obtained from the ensemble. The band shows a relatively wide dispersion of flow forecasts, but in general it includes the observed flow sequence (blue line).
The mean value of the ensemble of forecasts can be considered satisfactory when compared with observed flows, given the long lead-time of forecasts.

4. Conclusions
The results obtained with the combination of atmospheric and hydrologic models for flow forecast show potential improvements for hydropower systems management in Brazil. For short-term forecast, this method reduces error by 10% to 20% in comparison with the currently stochastic model used, and there is space for improvement since the hydrologic module represents roughly 43% to 53% of the total error. Meanwhile, long-term flow forecast is more dependent on atmospheric model due to the required long lead time. In the final period of the wet season the atmospheric model did not forecast the rainfall satisfactorily, but the band resulted from the ensemble would be helpful for planning purpose. There is a need for improvement in the ensemble selection based on the flow forecast.

Figure 3 – Long-term ensemble flow forecast at Furnas catchment.
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Abstract
This research focuses on the flooding problems that can occur in low-lying controlled water systems. A methodology is described in which flood control strategies based on ECMWF ensemble precipitation forecasts and hydrological models are developed using simulation and verification analysis. The methodology is applied to the Rijnland water system in the Netherlands. A control strategy for lowering the water levels in a channelled storage basin in anticipation of heavy rainfall, and based on 3-day ensemble water level forecasts, is demonstrated for a period of heavy rain in October 1998. The results show that measured peaks are successfully reduced and false alarms do not occur before the precipitation event.

1. Introduction
Deltaic areas often contain low-lying controlled water systems for irrigation or land reclamation. The latter are very common in the Netherlands, where these water systems are called "polders". A polder is an area below sea level, in which the water is drained by ditches and canals and discharged out of the area by pumping stations. This research focuses on the flooding problems that can occur in these systems and how water authorities in the Netherlands try to reduce the frequency of flooding and mitigate consequential damage. One way of reducing damage due to flooding is to take pro-active control actions on the basis of precipitation forecasts and hydrological predictions. This is designated here as "Anticipatory control".

A case study concerns the Rijnland water system. A methodology is described in which control strategies based on ECMWF ensemble precipitation forecasts and hydrological models are developed using simulation and verification analysis.

This research focuses mainly on the end user-oriented scientific question in the HEPEX project: "What is the best way for the user community to take advantage of ensemble forecasts?"

2. Rijnland Water System
The Rijnland water system is situated in the western part of the Netherlands, along the North Sea coast and north of the river Rhine. The drainage area is about 100000 ha, of which 72000 ha is 3 to 4 meters below sea-level. 23000 Ha consists of dunes and horticultural lands, which drain under gravity. The water from both the dunes and the low-lying areas is drained by a 4500 ha system of inter-connected canals with an average water level of -0.62 m+NAP (Dutch reference level ~ 0.62 m below sea level). From this channelled storage basin the water is discharged to the sea and rivers by pumping stations. The Rijnland Water Board needs to control the water level in the storage basin within a 0.05 m range (Fig. 1).
Figure 1. Control range for water level control in the Rijnland storage basin. (NAP is the Dutch reference level ~ sea level)

The control strategy is determined by the operational water manager in a centralised control centre. A Decision Support System is used, including telemetry, weather forecasts and hydrological models. Alarmingly high water levels have occurred. Modelling analysis of one of these high water level events (November 2000) showed that the high water levels could have been prevented if the water level in the storage basin was lowered three days in advance and at a depth of about 0.05 m more than is normally allowed (Swinkels, 2004). While in practise the water board has already made a start by approving pro-active pumping 1 day in advance on the basis of precipitation warnings issued by the Royal Dutch Meteorological Institute (KNMI), they have requested research to provide guidance in setting up decision rules when using precipitation forecasts and to assess the costs and the benefits of doing so.

2. Methodology

Because of the two or more days lead time required to lower water levels sufficiently, and because of the probabilistic forecasts that are needed to enable risk based decision making (Krzysztofowicz, 2001), the EPS precipitation forecasts of the ECMWF are used. The ECMWF EPS system has been described by Molteni (1996). Verification results for precipitation forecasts can be found in Atger (2001), for example. An inter-comparison study with the NCEP and MSC global ensemble system is presented by Buizza et al. (2005).

Ensemble Precipitation Forecasts can be used as warnings for extreme precipitation events. Warning levels and decision rules can be based on the number of forecast members exceeding a certain threshold. These are called probability threshold based decision rules. Eight years of ECMWF EPS precipitation forecasts have been compared with measured area average precipitation in the Rijnland area. A range of combinations of forecast horizons and probability thresholds has been evaluated to assess the number of hits and false alarms for the different decision rules. It has been shown that hit rates up to 75% can be achieved (Van Andel and Lobbrecht, 2006).

Next, the ECMWF EPS precipitation forecasts were used as input to a water system control model of Rijnland (Yufeng, 2003). The modelling system used, AQUARIUS (Lobbrecht, 1997), is a water balance model that uses different reservoirs for the various water system and land use components. The main advantages of AQUARIUS are that a range of control structures can be included and that the model is fast (Lobbrecht et al., 2004). The model was applied without further accounting of uncertainty. The resulting 8 years of ensemble water level forecasts were compared with measured water levels (Van Andel et al., 2007).

On the basis of the number of hits and false alarms the Water Board could indicate what decision rules are worth further exploration. Because the Water Board wants to know the
highest achievable level of safety against flooding, they are interested in looking at the highest forecast for the three day forecast horizon, including the previous forecasts for that event (t-1 day, t-2 days, etc.).

The anticipatory control strategy was chosen such that if one of the forecasts for the three day horizon exceeds -0.57 m+NAP, the level in the storage basin is drawn down to between -0.65 and -0.70 m+NAP in order to create extra storage at the beginning of the precipitation event.

3. Results
The effect of this control strategy was simulated using the combined ECMWF EPS precipitation forecasts and the AQUARIUS water system control model for a period of heavy precipitation in October 1998. One of the ensemble forecasts is shown in Figure 2. It can be seen that several members exceed the -0.57 m+NAP level for several days. Therefore the model will activate the pumping stations and draw down the water level. The results are presented in Figure 3.

The thin line presents the historically measured water level in the storage basin. The extreme low levels represent missing data. It can be seen that between October 25 and November 6, peaks above -0.60 m+NAP occurred. The thick line presents the simulated water level with anticipatory lowering of water levels to -0.70 m+NAP on the basis of the EPS water level forecasts. It can be seen that the extra storage prevents the water level from exceeding -0.60 m+NAP. In the period between 10 and 23 October the modelled and measured water levels are about the same. This shows that for this period no false alarms occurred and no unnecessary lowering of the water level in the storage basin was performed.

5. Conclusion
A methodology has been developed to simulate and evaluate anticipatory water system control on the basis of ensemble precipitation forecasts and water level predictions.

The methodology is applied to a case study in the Netherlands of a low-lying controlled channelled storage basin. A control strategy that prescribes the lowering of the water level in the storage basin in anticipation of a heavy rainfall event based on 3-day ensemble water level forecasts, is demonstrated for an event in October 1998. The results show that measured peaks would have been successfully reduced using the anticipatory control strategy.

This research provides insight into the opportunities and challenges for using hydrological ensemble predictions in operational water management. The results show that the current global EPS systems already have great potential for regional water system control. The methods used can also be applied to river flood forecasting and early warning and reservoir control.
Figure 2. Ensemble water level prediction on the basis of ECMWF EPS precipitation forecasts. The thick line represents the highest value of each time step. The thin lines present the individual ensemble members.

Figure 3. Effect of modelled anticipatory water management on water level control in the Rijnland water system. Modelled peaks are lower than measured peaks, because in the model the water level is lowered before the precipitation event occurs.
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We describe a prototype system for medium range (up to two week lead) flood prediction in large rivers, which is intended for global implementation. The procedure draws from the experimental North American Land Data Assimilation System (NLDAS) and the companion Global Land Data Assimilation System (GLDAS) and the University of Washington West-wide Seasonal Hydrologic Forecast System for streamflow prediction. Hydrologic forecasts based on numerical weather prediction (NWP) serve both as the source of nowcasts (for hydrologic model initialization) and forecasts for lead times up to fifteen days. The use of forecast models and satellite remote sensing in this procedure reduces the need for in situ precipitation and other observations in parts of the world where surface networks are critically deficient, but where a global hydrologic forecast capability arguably would have the greatest value. The hydrologic component of the system is the Variable Infiltration Capacity (VIC) macroscale hydrology model. In the prototype, VIC is spun up for forecast initialization using daily ERA-40 precipitation, ERA-40 wind, and ERA-40 surface air temperature. In hindcast mode, VIC is driven by global NCEP ensemble 15-day re-forecasts (NOAA/ESRL) that are bias corrected with respect to ERA-40 data and spatially disaggregated using two higher spatial resolution satellite products: Global Precipitation Climatology Project (GPCP) 1dd daily precipitation and Tropical Rainfall Measuring System (TRMM) 3B42 precipitation. The prototype system is implemented globally at one-half degree spatial resolution tested during the 1979-August 2002 period. To make the system operational in near-real time, the system simulation will be updated to the present time using the NCEP analysis, bias corrected with respect to the ERA40. This presentation focuses on verification of forecast error statistic predictions for the Mississippi Basin resulting from application of the entire downscaling sequence.
Recent advances in data assimilation and postprocessing in operational ensemble flood forecasting

Albrecht Weerts, Paolo Reggiani, Micha Werner
WL | Delft Hydraulics
P.O. Box 177, 2600MH Delft, The Netherlands

The poster presents an overview of research activities that have and will be carried out at WL|Delft Hydraulics in the context of operational flood forecasting. Firstly a data assimilation (DATools) and an uncertainty analysis tool kit (UATools) have been developed. These instruments can be either used in stand-alone mode or can be embedded in the form of a specific module into the generic flood forecasting environment Delft-FEWS for assimilating operationally observations into hydraulic and hydrological models via Ensemble Kalman Filtering (EnKF) or Particle Filtering techniques. Secondly, research activities in post-processing of precipitation (HIRLAM weather model) and discharge forecast for the river Rhine using Bayesian revision of prior probability distributions on forecasted flow have been carried out. So far, these methods have been tested preliminarily using deterministic precipitation forecasts. The methodology can be extended to a Bayesian ensemble forecasting by including ensemble precipitation forecasts. Thirdly, research into Bayesian model averaging (BMA) for operational forecasting of storm surges in the North Sea using the North-West Shelf Operational Oceanic System (NOOS) has recently been started. This post-processing technique can readily be applied to flood forecasting. A brief indication is given on how this extension to Bayesian model averaging can be implemented in this context.
Multiple ensemble forecasts in the operational forecasting system for the Rhine basin in Switzerland

Micha Werner, Marc van Dijk
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P.O. Box 177, 2600MH Delft, The Netherlands

Therese Bürgi, Stephan Vogt
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3003 Bern-Ittigen, Switzerland

With the advent of meteorological ensemble forecasting, ensemble approaches in operational flood forecasting are now also becoming more and more prolific. Where uncertainty in the hydrological forecast has previously either been ignored or has been incorporated through empirical approaches, the more statistically sound approach to representation of uncertainty through ensemble based forecasts are being adopted. The operational forecasting system for Rhine basin in Switzerland, which is used operationally by the Swiss Federal Office for the Environment currently uses such an empirical approach to representing uncertainty. Within the context of the WMO sponsored MAP-D Phase project, ensemble forecasts are now being integrated into the operational forecasts to provide for the representation of uncertainty. This considers multiple ensembles, including the high resolution COSMO-LEPS ensemble and the multi-model SRNWP-PEPS ensemble. The ECMWF-EPS ensemble was not considered for operational use, but has been included for comparison to the high resolution ensembles.

In this poster some initial results from the integration of these ensembles into the operational forecasting system are presented. Although the usage and evaluation of these ensembles are as yet in the early stages, initial results show that several scientifically challenging questions on the use of ensemble forecasting in hydrology are yet to be resolved. These include the spatial and temporal scale issues of the different ensembles, as well as issues in dealing with multiple and multi-model ensembles in decision making.
Correcting errors in streamflow forecast ensemble mean and spread

Andrew Wood
Department of Civil and Environmental Engineering, University of Washington, Seattle, WA 98115

When hydrological models are used for probabilistic streamflow forecasting in the Ensemble Streamflow Prediction (ESP) framework, the deterministic simulation used for initialization can lead to the underestimation of forecast uncertainty, as represented by the spread of the forecast ensemble. One avenue for correcting the resulting forecast reliability errors is to calibrate the forecast ensemble outputs to match their observed error characteristics. This paper outlines and evaluates an approach for forecast calibration, as applied to seasonal streamflow prediction. The approach uses the correlation of forecast ensemble means with observations to generate a conditional forecast mean and spread that lie between the climatological mean and spread (when no correlation exists) and the raw forecast mean and zero spread (when the correlation is perfect). Retrospective forecasts of summer period runoff for the Feather River basin, CA, are used to demonstrate that the approach reduces errors in forecast mean and spread, thereby improving the forecasts' reliability for water management uses.
Using CPC seasonal climate outlooks for ensemble hydrologic prediction

Andrew Wood, Xiaodong Zeng and Dennis P. Lettenmaier
Department of Civil and Environmental Engineering, University of Washington, Seattle, WA 98115

Seasonal forecasts from the Climate Prediction Center’s (CPC) new objective, consolidated temperature and precipitation prediction product are used to drive ensemble streamflow predictions for river basins in the western U.S. To create ensembles from the parametric CPC forecasts, we resample historical temperature and precipitation sequences serving as retrospective input to the hydrologic model, and adjust them to exhibit the mean anomalies of the CPC forecasts. Different approaches for constraining the spread of the climate forecast ensemble, including as a baseline the use of climatological spread, are being evaluated. This presentation outlines the procedure for using the climate forecast product to form ensembles, and summarizes results from an ongoing evaluation of the climate and hydrologic forecasts produced in this manner.
Performance of the European Flood Alert System during the Spring 2006 floods in the Cz Elbe
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Abstract:
In this study results from the first pre-operational prototype of the European Flood Alert System (EFAS) are presented for the March-April 2006 flood event in the Elbe River Basin. From 27th March to 10th April 2006, the Elbe catchment was hit by severe flooding due to high amounts of snow melting and rainfall, strongly affecting the Czech part of the Elbe catchment, as well as the Elbe River at the Germany/Czech Republic border. We investigate the first results obtained through the comparison of observed hydrographs from local gauging stations and the forecasts obtained with the recent developed 5-km set-up and calibration of the hydrological LISFLOOD model used in EFAS. The analysis shows that although high levels were already well forecasted by the current 5-km system for the core period of the flood event (29th March-8th April), a great benefit can be expected from the introduction of a finer calibration of the forecasting system to better capture the magnitude and timing of floods. This study shows the potential benefit of probabilistic flood forecasting as compared to deterministic flood forecasting. EFAS forecasts based on weather ensembles were able to detect an earlier signal of probability of flooding (discharges above EFAS high flood threshold) than the ones based on single deterministic weather forecasts only: On 20th March in downstream Vitava, just upstream Prague, (Station: Praha Mala Chuchla; upstream area 26720 km²) 15 simulations out of 51 indicated flooding for the 29th-30th March 2006 while at that time no signal from the deterministic-based forecast was given. At this leadtime of 8-10 days the deterministic-based forecasts were at most indicating river discharges above EFAS medium or low thresholds. On the 20th March 2006 exceedances of high thresholds were only forecasted at the most upstream parts of the catchment with upstream areas of less than 4000 km². For larger upstream areas, e.g. at Praha Mala Chuchla, the deterministic based forecasts indicated flooding only from the 21st March onwards (ECMWF based) and 23rd March onwards (DWD based).
Figure 1: The Czech part of Elbe catchment with the locations of the Praha-Mala Chuchle (location 1) and the Usti nad Labem (location 2) gauging stations.

Figure 2: Forecasted discharges for 5-km calibrated model for ECMWF.)
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